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We employ density functional theory plus dynamical mean field theory and identify the physical origin
of why two layers of SrVO3 on a SrTiO3 substrate are insulating: the thin film geometry lifts the orbital
degeneracy, which in turn triggers a first-order Mott-Hubbard transition. Two layers of SrVO3 are just at the
verge of a Mott-Hubbard transition and hence ideally suited for technological applications of the Mott-
Hubbard transition: the heterostructure is highly sensitive to strain, electric field, and temperature. A gate
voltage can also switch between metal (ON) and insulator (OFF), so that a transistor with ideal ON-OFF
switching properties is realized.
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In the last years, there has been tremendous experimental
progress to grow oxide heterostructures atomic layer by
atomic layer, brought about by modern deposition tech-
niques such as molecular beam epitaxy and pulsed laser
deposition. A key experiment has been the discovery that a
two-dimensional electron gas with high mobility is created
at the interface of two band insulators, LaAlO3 and SrTiO3

[1]. This raised the hope that oxide heterostructures might
substitute conventional semiconductor electronics one day,
at least for specific applications [2,3]. Oxide electronics is
however still in its infancy compared to the matured field of
silicon electronics. Particularly promising are transistors at
the scale of 2 nm [4], solar cells [5–7], and the possibility to
generate spin-polarized currents [8]. Last but not least,
there is high hope that strong electronic correlations make a
difference to conventional semiconductors and give rise to
new phenomena [9–11].
However, many oxide heterostructures, including the

LaAlO3=SrTiO3 prototype, actually do not show strong
electronic correlations. Since electronic correlations are
weak, band structure calculations on the basis of density
functional theory (DFT), e.g., within the local density
approximation (LDA) [12], or even a tight binding modeling
[13], are sufficient: such calculations well reproduce or
predict experiment, e.g., angular resolved photoemission
spectra [14–16]. A heterostructure where electronic corre-
lations do play a decisive role is, on the other hand, SrVO3

grown on a SrTiO3 substrate. In the bulk, SrVO3 is a
correlated metal with a moderate renormalization ∼2 of
the bandwidth [17–19] and a kink in the energy-momentum
dispersion [20–22]. SrVO3 has been widely employed
[17,21,23–25] as a test bed material for LDAþ dynamical
mean field theory (DMFT) calculations [27–30]. Quite
surprisingly, recent experiments [31] have found that two
layers of SrVO3 grown on a SrTiO3 substrate are insulating,
not metallic [32]. On the basis of the one-band Hubbard

model it has been argued [31] that the reduced bandwidth of
the thin film is responsible for the Mott-insulating state.
In this Letter, we present realistic DFTþ DMFT calcu-

lations and pinpoint the origin of the insulator to the crystal
field splitting of the orbitals, caused by the reduced
symmetry of the ultrathin film. The reduced bandwidth
and the enhancedCoulomb interaction of the thin film do not
play the key role. Our calculations demonstrate the high
sensitivity of SrVO3 films. AMott-Hubbard metal-insulator
transition can be triggered by small changes of temperature,
(uniaxial) pressure, a capping layer, or an electric field. This
makes SrVO3 grown on SrTiO3 most promising for appli-
cations as sensors or as a Mott transistor with a gate voltage
controlling the Mott-Hubbard transition.
Method.—We perform DFTþ DMFT calculations for

two layers of SrVO3 on a substrate given by four unit cells
of SrTiO3 and a sufficiently thick vacuum of 10 Å along the
z direction. We fix the in-plane (xy plane) lattice constant to
the calculated equilibrium bulk value of the substrate
aSrTiO3

¼ 3.92 Å, and optimize the internal coordinates
by DFT. The DFT calculations are performed using the
all-electron full potential augmented plane-wave method of
the WIEN2K package [33] with the generalized gradient
approximation potential [34] and a 10 × 10 × 1 k-point grid.
The DFT states near the Fermi level, mainly of vanadium

t2g orbital characters, are well localized and exhibit strong
correlations beyond DFT and DFTþ U. To properly
include these correlation effects, we first perform a
Wannier projection onto maximally localized [35] t2g
orbitals, using the WIEN2WANNIER package [36]. We
supplement this t2g Hamiltonian constructed from DFT
by the local Kanamori Coulomb interaction, given by the
intraorbital interaction U, the interorbital (averaged) inter-
action U0, and the Hund’s exchange and pair-hopping J;
for the Hamiltonian see Ref. [37]. The constrained LDA
technique for the bulk yields U0 ¼ 3.55 eV [17,21] and for
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the Hund’s exchange a reasonable value for early transition
metal oxides: J ¼ 0.75 eV (cf. the Supplemental Material
[38]); U ¼ U0 þ 2J by symmetry. For the DMFT calcu-
lations we use the W2DYNAMICS package [37], which
implements a continuous-time quantum Monte Carlo algo-
rithm in the hybridization expansion [52]. We employ the
maximum entropy method [53] for the analytical continu-
ation of the spectra to real frequencies. For checking the
validity of our findings we perform, besides dðt2gÞ-only,
also dþ p DFTþ DMFT calculations for SVO bulk, free-
standing SVO, and SVO on STO, which yield very similar
results, see the Supplemental Material [38]. All DMFT
calculations are at room temperature if not stated otherwise.
Results.—Figure 1 shows the DFT and DFTþ DMFT

spectrum for two layers of SrVO3 on a SrTiO3 substrate, as
well as bulk SrVO3 for comparison. Within DFT, the xy
states are showing (almost) the same spectrum as for the
bulk. These states have their orbital lobeswithin the xy plane
and can be well modeled with a nearest neighbor hopping
that is only in plane [13]. Hence, the confinement along the
z axis has little effect. The yz states (and by symmetry the xz
states) have a nearest neighbor hopping along the z axis,
which is cut off by the vacuum and the insulating SrTiO3

substrate [13]. As a consequence these states become more
one dimensional (y axis hopping only) and the yz bandwidth
is reduced. The yz bands are also pushed up in energy since
breaking the cubic symmetry leads to a crystal field splitting
Δ ¼ 0.18 eV between xy and yz (xz) states.
This lifting of the orbital degeneracy has dramatic

consequences when electronic correlations are taken into
account. Indeed, it is the physical origin of why thin SrVO3

films are insulating. Figures 1(c) and 1(d) show the
DFTþ DMFT spectra; the DMFT self energies and com-
parative dþ p calculations are given in the Supplemental
Material [38]. For the topmost (surface) layer, we see that
electronic correlations further push the yz (and xz) states
up in energy; they are essentially depopulated. That means,
on the other hand, that the xy states are half filled. Because
of this effective one-band situation and the relatively
large intraorbital Coulomb interaction U, the xy states are

Mott-Hubbard split into an upper and lower Hubbard band.
The SrVO3 film is a Mott insulator. With the surface layer
being insulating, also the second layer becomes a Mott
insulator, albeit here the difference betweent the xy and yz
population is much less pronounced. Note that due to the
DMFT self-consistency also a more insulating second layer
feeds back into an even more insulating surface layer.
This mutual influence can be inferred from Fig. 2(a),

which shows that both layers get insulating at the
same interaction strength. Here, Að0Þ≡ βGðτ ¼ β=2Þ=π
(β ¼ 1=T is the inverse temperature) is the spectral function
around the Fermi level averaged over a frequency interval
∼T; it can be calculated directly from the continuous-time
quantum Monte Carlo data without analytic continuation.
Clearly, the phase transition is of first order, as demon-

strated by the hysteresis loop upon increasing or decreasing
U0. We have checked that at a higher temperature (600 K),
the hysteresis goes away, similarly as for the one-band
Hubbard model [54]. Figure 2(a) also shows that, while the
two-layer SrVO3 film is insulating, it is just on the verge of
an insulator-to-metal transition. As we will see below, this
makes the SrVO3 film (SrVO3=SrTiO3 heterostructure)
sensitive to small changes of the environment such as
changing temperature or pressure, or applying an elec-
tric field.
The orbital occupations niασ ¼ hc†iασciασi of the two

layers i and orbitals α in Fig. 2(b) reflect what we have
already qualitatively inferred from the spectra in Fig. 1: the
surface layer becomes fully orbitally polarized, whereas the
second layer shows only small differences in the orbital
occupation.We did not observe any spin ordering in DMFT.
Figure 2(c) shows how the normalized double occupation

FIG. 1 (color online). Layer-resolved spectral function of two
SrVO3 films grown on SrTiO3 in DFT (a),(b) and DFTþ DMFT
at room temperature (c), (d). Dashed line: corresponding bulk
spectrum.

FIG. 2 (color online). Mott-Hubbard transition with increasing
interaction U0; the gray shaded region indicates the estimated
values of U0 (see the Supplemental Material [38]). (a) Spectral
function around the Fermi level Āðω ¼ 0Þ—layer and orbitally
resolved. (b)Orbital occupation. (c) Intraorbital double occupation.
The solid (dotted) line is obtainedwhen increasing (decreasing)U0.
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Diα ¼ hc†iα↑ciα↑c†iα↓ciα↓i=ðniα↑niα↓Þ drops at the Mott-
Hubbard transition. The constant behavior of the surface
layer yz orbital is simply due to the normalization (the
numerator and denominator become extremely small).
Altogether, Figs. 1 and 2 show the typical behavior of a

Mott-Hubbard transition in a multiorbital system that is
controlled by the ratio of interaction to bandwidth and the
orbital splitting. The latter is further enhanced by electronic
correlations and is also crucial for ðCrxV1−xÞ2O3 [55,56] as
is the GdFeO3 distortion for LaTiO3 [23].
Physical origin of the Mott insulator.—By performing a

number of additional calculations we have been able to
identify the orbital symmetry breaking as the physical
origin behind the dramatic difference between insulating
SrVO3 films and metallic SrVO3 bulk. In Refs. [24,31] the
reduction of the bandwidth due to cutting off the hopping
perpendicular to the thin films (or surfaces) has been held
responsible for the enhanced correlation effect and even the
Mott-Hubbard transition. We calculated this effect: the
reduction in bandwidth for the yz orbital is 20% and
essentially zero for the xy orbitals. Following this picture,
one would also expect an enhanced yz-orbital occupation
[24], opposite to our findings.
Another possibility is an enhanced Coulomb interaction

due to the reduced screening at the surface. To quantify
this effect, we have performed constrained random phase
approximation calculations (see the Supplemental Material
[38]). This was (numerically) only possible for two
freestanding SrVO3 layers and yields ∼10% larger inter-
actions. Such a calculation overestimates however the
enhancement since the screening of the SrTiO3 substrate
is disregarded. A rough estimate is a 5% larger interaction
strength than for the bulk.
Even when combining the reduced bandwidth and

enhanced Coulomb interaction, this effect is by far insuffi-
cient to make SrVO3 insulating: our DFTþ DMFT calcu-
lations (not shown) still give ametallic phase for bulk SrVO3

if the ratio of interaction to bandwidth is increased by 70%.
Instead, the key for the insulating nature of SrVO3 films

is the orbital symmetry breaking, given by the crystal field
splitting and also the different bandwidths of the xy and yz
(xz) orbitals. Electronic correlations largely amplify the
small DFT orbital polarization, see Fig. 2. With the
depopulation of the yz states, the surface SrVO3 layer
effectively becomes a one (xy) band system; and such a
one-band system is a Mott insulator already at a much
smaller interaction strength. Let us note that the lifting of
the orbital symmetry was considered in Ref. [31] as a
possible source for the observed deviations between theory
and experiment and as a means to reduce the critical U0.
Surface shift of the lower Hubbard band.—Let us also

emphasize the peculiar differences between the surface and
second layer in Fig. 1. Besides the difference in occupation
already discussed, also the position of the lower Hubbard
band is shifted upwards by 0.5 eV in the surface layer; its
weight and sharpness are enhanced. This effect might

actually explain the disagreement between photoemission
spectroscopy (PES) and DFTþ DMFT [17,57] regarding
the position of the lower Hubbard band. As PES is surface
sensitive, the surface layer will contribute strongly to the
PES signal. In the Supplemental Material [38], we confirm
that shift and sharpening are a general trend also observed
for more (four) SrVO3 layers; and we simulate PES spectra
for different penetration depths. Including this surface effect
leads to a better agreement with PES for bulk SrVO3 (see the
Supplemental Material [38]). A 20% upwards shift and a
10% narrowing of the lower Hubbard band in the surface
layer has also been reported experimentally [58]. Let us note
in passing that there is also a layer dependence of the
quasiparticle weight in the metallic (more layer) case [10].
Sensitivity to external perturbations.—There has been a

long quest to make use of strongly correlated electron
systems and their huge responses upon small changes of the
environment. As we have seen in Figs. 2(a) and 2(b), two
insulating layers of SrVO3 are at the edge of the hysteresis
region. The (coexisting) metallic phase of SrVO3=SrTiO3

can still be stabilized if we slightly change the environment,
e.g., (i) by pressure (which increases the bandwidth) or
uniaxial strain (which controls the important splitting
between the xy and yz orbitals), see Figs. 3(a) and 3(b),
(ii) by decreasing the temperature to 200 K (see the
Supplemental Material [38]), (iii) by one capping layer
of SrTiO3 on top of the SrVO3 layers (see the Supplemental
Material [38]), or (iv) by an external electric field of
0.01 V=Å, which corresponds to a voltage difference of
0.08 Vacross the two SrVO3 layers, see Figs. 3(c) and 3(d).
Application as Mott transistor.—This electric field effect

suggests that the SrVO3=SrTiO3 heterostructure is ideally
suited for making a Mott transistor. In this respect, ON

(metal) and OFF (insulator) are much better separated than in
semiconductor transistors, where the change in conductivity
with applied gate voltage is much more gradual than the
first-order Mott-Hubbard transition. On the metallic side of
the Mott-Hubbard transition, also a major part of all
electrons contributes to the conductivity, not only a small
number of doped charge carriers. Let us, in this context, also

FIG. 3 (color online). A metallic solution, with a peak in the
spectral functions AðωÞ at the Fermi level (ω ¼ 0) in both SrVO3

layers, can be stabilized with (a), (b) a compressive strain ϵ and
(c), (d) an electric field E.
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note the considerable experimental efforts to destabilize the
(Mott or Peierls) insulating state of bulk VO2 by an electric
field using electrolyte gating [59,60], which might actually
originate from field-induced oxygen vacancies [61,62].
The two layers of SrVO3 on SrTiO3 are just above the

“upper” edge of the hysteresis region in Fig. 2. That is, the
metallic solution is not stable any longer, but as we have
seen in Fig. 3 it can still be stabilized by small perturba-
tions. Switching from metal to insulator is hence no
problem. The insulator is however quite stable: it requires
a change in U0 of ∼0.2 eV (Fig. 2) or a change in Δ by
∼0.15 eV (see the Supplemental Material [38]) before
reaching the “lower” edge of the hysteresis loop in
Fig. 2. This is difficult to achieve experimentally.
For a Mott transistor there is however another path to

destabilize the insulator: doping it with only a very few
electrons will turn the whole Mott insulator metallic, with a
pronounced quasiparticle peak and a major part of the
electrons contributing to the conductance, see Figs. 4(b)
and 4(c). Such a doping might be achieved by adatoms or
molecules on the SrVO3 surface, and the systemmight hence
act as a molecular sensor. For a transistor it is however
preferable to have a protected surface, e.g., by an additional,
insulating layer at the top. In this case applying a gatevoltage
will shift the t2g states and eventually dope the Mott
insulator, turning two insulating SrVO3 layers metallic. In
Fig. 4(a), we see that an effective gate voltage of 0.3 V is
indeed sufficient to turn the two layers of SrVO3 metallic.
In our calculations we directly applied this effective gate
voltage as a chemical potential shift eVg. Due to geometry
and distance, the actual gatevoltage neededmight be slightly
higher. On the other hand, SrTiO3 is a high-k dielectric,
which reduces the actually needed gatevoltage. Experiments
have already demonstrated a similar amount of the doping
as in Fig. 4(b) for other oxide heterostructures, see, e.g.,
Ref. [63] for LaAlO3=SrVO3. This confirms that realistic
voltages allow us to switch the Mott transistor ON and OFF.
Alternatively, an electron doping and hence metallicity
might also be achieved by a nonequilibrium injection of
charge carriers or a large source-drain voltage [64].

Let us note that also the application as a sensor is best
combined with the above voltage effect. If we tune the
voltage to the tipping point of the Mott transition, arbitrary
small external perturbations will trigger the first-order
transition. A quantitative measurement is possible by gaug-
ing what voltage is needed for reaching theMott transition at
a given temperature, pressure, number of adatoms, etc.
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