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Abstract

Calculation of two-particle vertex functions is a fundamental ingredient for both postprocessing of results obtained by dynamical mean field theory (DMFT) as well as for diagrammatic extension of DMFT. The former allows for comparison with several state-of-the art scattering experiments beyond photoemission, like neutron, X-ray or electron-energy loss spectrosopies. As for the latter an efficient and precise calculation of irreducible two-particle vertex functions is a mandatory step for including spatial correlations on all length scales by means of the Dynamical Vertex Approximation. Hitherto, the considerable computational effort necessary for calculation of two-particle quantities has been one of the major limiting factors for both applications. This thesis aims to overcome these limitations by breaking the calculation down into two parts - (i) a full numerical calculation of the two-particle irreducible vertex functions in a low-frequency sector and (ii) a replacement of the irreducible vertex functions in the high-frequency sector with their corresponding asymptotic analytical expressions.

In the first part of this thesis, the theoretical framework for the calculation of two-particle quantities in the context of contemporary many-body quantum mechanics is illustrated. In chapter 3, the analytical expressions of the two-particle irreducible vertex functions in the high-frequency asymptotic regime are being calculated for all transferred bosonic frequencies and all channels. Following a previous work by Jan Kuneš (PRB, 2011) the downfolding terms, which are needed for the correction of the irreducible vertex functions calculated on a drastically truncated frequency space, have been derived. The numerical results for the high-frequency irreducible vertex functions and the irreducible vertex functions, calculated by means of the downfolding approach are given in chapter 4. Finally, conclusions are drawn and an outlook for future algorithmic improvements is given in chapter 5.
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1 Introduction

In solid state physics, if one neglects relativistic effects, one easily can write down a "theory of everything" described by a Schrödinger’s equation for the many-body system

$$H\psi = i\hbar \frac{\partial}{\partial t}\psi$$  \hspace{1cm} (1)$$

with $H, \psi$ being the (time-independent) many-body Hamiltonian and the many-body wave function respectively:

$$H(r_1, ..., r_n) = -\sum_{i=1}^{n} \frac{\hbar^2 \nabla_i^2}{2m_i} + \sum_{i=1}^{n} U_i + \frac{1}{2} \sum_{i \neq j}^{n} U_{ij}$$ \hspace{1cm} (2)$$

$$\psi := \psi(r_1, ..., r_n, t)$$ \hspace{1cm} (3)$$

where $n$ is the number of particles. These are completely general expressions, since $U_i$ and $U_{ij}$ might be any one and two-particle potential. In the case of solid state theory, $U_i$ is the screened Coulomb potential of the atomic nuclei and $U_{ij}$ the electron-electron interaction. In spite of the formal simplicity of this equation, its exact solution is only possible for a very few, simple cases. For systems where $n \leq 2$, equation (2) can be solved analytically. This is for example the case when calculating the energy levels of the hydrogen atom. For $n \leq 10$ one can at least solve (2) numerically. But in solid state physics, where $n \approx 10^{23}$, a numerical exact solution for (2) is evidently impossible. Therefore, reasonable approximations have to be performed to make this problem treatable, without the loss of the relevant physical information. For the investigation of the electronic structure of many-body systems in solid state physics, e.g., one of the most successful theories of the last fifty years is the density functional theory (DFT) [1,2]. With this theory, the properties of a many-electron system can be determined by using functionals of the spatially dependent electronic density. The very successful applications of DFT-based methods, as well as their flexibility to treat ab-initio quite complicate systems, has made these approaches the "standard" treatment in condensed matter. For these reasons, several numerical packages of high-reliability are developed around the world, two of which, among the most famous, here in Vienna (WIEN2k [3–5], VASP [6–9]). However, it is known that there are important classes of systems which cannot be treated even with the most advanced DFT-algorithms. One of the most important classes, where DFT delivers inaccurate or even wrong results, are the strongly correlated materials. These are systems, where the electron-electron interaction cannot be neglected (or considered too rudimentarily) anymore. On the other hand, electron-electron interactions are responsible (or assumed to be) for a number of astonishing effects in solid state systems, e.g. the Mott-Hubbard metal-insulator transition (MIT) in the vanadates [10], the colossal magnetoresistance of the manganites [11], the high-temperature superconductivity of cuprates [12] and (possibly) of iron pnictides [13]. In order to describe such systems using computational methods, one has to include explicitly the electronic correlation. Different approaches and approximations have been developed at this scope within existing theories, e.g. $LDA + U$ [14,15] for density
functional theory. However, instead of making substantial approximations for the electron-electron interaction (i.e., the $U_{ij}$ term in Eq. 2) within DFT, many-body physicists have focused on the solution of model systems, which include the main physical aspects of the real system which are being investigated. For correlated systems, a widely used model is the Hubbard model [16], which in its simplest formulations, e.g. for a simple bond case on a cubic lattice reads:

$$\hat{H} = -t \sum_{<ij> \sigma} (c^\dagger_{i\sigma} c_{j\sigma} + c^\dagger_{j\sigma} c_{i\sigma}) + U \sum_{i \sigma \sigma'} c^\dagger_{i\sigma} c^\dagger_{i\sigma'} c_{i\sigma'} c_{i\sigma}$$

Here, $t$ is the hopping parameter for adjacent sites ($<ij>$), and $U$ the onsite Coulomb interaction. One of the advantages of using such a simpler modelization is the direct applicability of field-theoretical methods. In this respect, a major step forward in handling strongly correlated systems numerically has been achieved by the development of the Dynamical Mean Field Theory (DMFT) [17,18]. DMFT becomes exact in the limit of high spatial dimensions ($d \to \infty$) and already accounts for a large (local) part of electronic correlations.

The key element of this method consists in mapping the (in general) intractable many-body lattice problem to a many-body local problem (impurity-model), which can be solved using various impurity solvers. The main approximation made in ordinary DMFT schemes is to assume the lattice self-energy to be a momentum-independent (local) quantity, which is evidently vigorously true only for $d = \infty$. Employing DMFT, it has been possible for the first time, to describe most of the radical changes upon going from a metal to a Mott insulator correctly. Beside the great success of this theory, there exist non-local correlation phenomena, e.g. in low-dimensional systems or in the proximity of (quantum) phase transitions, where DMFT is no longer applicable. There has been recent progress beyond DMFT through cluster extensions [19–22]. However, correlations included within cluster approaches are necessarily short-range in nature due to numerical limitations of the cluster size. A complementary route is provided by the diagrammatic extensions of DMFT, such as the dual-fermion method [23,24], one-particle irreducible approach [25], $DMF^3RG$ [26] or the Dynamical Vertex Approximation ($D\Gamma A$) proposed by Toschi, Katanin and Held in 2007 [27,28]. All these diagrammatic extensions require the calculation of the local two-particle vertex function of DMFT as preliminary step. In the particular case of $D\Gamma A$, instead of assuming the self-energy to be local, one assumes the locality at an higher level of the diagrammatics, i.e., for the fully irreducible two-particle vertex, and consider all (local or nonlocal) self-energy diagrams that can be constructed from this vertex, e.g. by means of Bethe-Salpeter or Parquet equations. Therefore, it is clear that an efficient and precise calculation of the irreducible two-particle vertex is a mandatory step for the successful diagrammatic extension of DMFT by means of the Dynamical Vertex Approximation.

Let us also emphasize here that the calculation of irreducible vertex functions is also very important in the context of realistic applications of DMFT. In fact, local two-particle response functions are also sometimes calculated in DMFT.
However, the computation of non-local (two-particle) response functions is a more difficult venture. This is because nonlocal dynamic correlation functions of DMFT have to be calculated by means of the Bethe-Salpeter equations [29], if not using the alternative path recently proposed in [30], and hence also require the local irreducible vertex functions of DMFT. Such additional postprocessing effort would be highly rewarding in that, e.g., calculation of the dynamical susceptibilities allow for comparison with state-of-the art scattering experiments like neutron, x-ray or electron loss spectroscopies.

Hence, the calculations of two-particle vertex functions is a fundamental ingredient for both, postprocessing of DMFT results as well as diagrammatic extension of DMFT. Hitherto, the significant computational effort necessary for calculation of two-particle quantities has been one of the major limiting factors of the above mentioned procedures. Since one has (for time-independent Hamiltonians) to calculate the two-particle irreducible vertex functions in a 3D-frequency space, one usually has to restrict oneself to a low number of frequencies (throughout this thesis, numerical calculation of two-particle irreducible vertex functions has been performed on a maximum frequency space of 320 fermionic frequencies + 320 bosonic frequencies). In order to perform calculation of two-particle quantities (e.g. irreducible vertex functions) in larger frequency space within a reasonable time, other strategies than brute-force numerical inversion of the related equations (Bethe-Salpeter equations see Chap.2 and Chap.3) have to be considered [31,32]. In my thesis, I have followed a very promising strategy for calculation of two-particle irreducible vertex functions by means of dividing the frequency space in a low-frequency sector, where one still has to perform the numerical inversion of the regarding Bethe-Salpeter equations, and a high-frequency sector, where I have derived analytical expressions for the irreducible vertex functions in an asymptotical high-frequency form. Employing the downfolding scheme introduced by Jan Kuneš [33], I have used this asymptotical irreducible vertex functions in all channels and for all bosonic frequencies to calculate a correction term, which compensate for the error caused by the truncation of the numerical inversion on a low frequency range (e.g. 40 fermionic frequencies). In order to give a rather self-consistent explanation of this method, I have organized my thesis as follows:

In chapter 2, I have discussed the physical and mathematical importance of the calculation of two-particle quantities and explained the theoretical methods which I have used throughout my work. In the subsequent chapter, Chap.3, I have computed the analytical expressions of the two-particle irreducible vertex functions in the high-frequency asymptotic regime and derived the correction terms, which are needed for the correction of the irreducible vertex functions in all channels calculated on a drastically truncated frequency space. The last chapter (Chap.4) is devoted to the presentation of my numerical results. In particular, since the numerical analysis of the two-particle vertex function is rather new in the literature in the very first part of the chapter, I have analyzed the relation of the main frequency structure of the different vertices with the physics of the Mott-Hubbard transition. In the main part of Chap.4, I have
focused on the comparison of the numerical ”exact” irreducible vertex functions with the asymptotical high frequency vertex functions and the truncated vertex functions. This way, I could demonstrate the strength of the herein developed downfolding procedure. At the same time I have also addressed limitations and possible strategies for an improvement of the methodology. Finally in Chap.5 I have briefly summarized the main results of this work as well as the perspectives for future developments.
2 Many-Body Green’s functions

In this chapter, I will give an overview about quantum field theoretical methods beyond the standard one-particle level. I will first emphasize the importance of two-particle vertex functions within the framework of the dynamical mean field theory (DMFT) and as crucial input for diagrammatic extensions of DMFT. The second part is dedicated to the basic definitions of two-particle vertex functions and will provide us with the necessary tools for a derivation of the analytic expressions of the vertex functions in the asymptotic high-frequency regime.

2.1 Beyond two-point functions

Applying quantum field theoretical methods to condensed matter systems is usually done on a one particle level [34–36], i.e., one deals with so called two-point functions, e.g., the one-particle Green’s function. Since the one-particle Green’s function already contains important information about the physics of a correlated system (or model) such as the electronic density of states, or the spectral function, calculation of the one-particle Green’s function has been hitherto one of the major tasks of computational material science. For example DMFT [17, 18, 37], which has become one of the most successful theories in describing strongly correlated electron systems, has been typically applied for calculation of the one-particle Green’s function (and of course of the related self energy). In principle, also two-particle quantities can be calculated within DMFT [18]. This is usually done for the easiest cases of the optical and thermal conductivity, where vertex corrections are more easily neglected [18,38,39].

General calculation of spectral properties at the two-particle level is mostly restricted to local susceptibilities only. However, extending computational methods beyond the one-particle level is still of great interest for several reasons, e.g.,

- calculation of \( \mathbf{q} \) dependent susceptibilities \( \chi(\mathbf{q}, \omega) \) allow for comparison to a much broader set of the experimental data than only photoemission, such as from inelastic neutron, Raman- or electron loss spectroscopy;

- monitoring of the divergencies of static susceptibilities as function of external control parameters (temperature, pressure, magnetic field, etc.) and the reciprocal lattice vector allows for an investigation of the (quantum) phase transitions and an unbiased determination of the order parameters;

- two-particle vertex functions are the basic ingredients for diagrammatic extension of DMFT, such as the dynamical vertex approximation (DΓA) [27, 28], the dual fermion approach (DF) [23, 24], the one-particle irreducible approach (1PI) [25] and the most recent DMF\(^2\)RG [26] approach.

Since the aim of this work is the calculation of (the asymptotic behavior of) two-particle vertex functions, we will consider the \( n = 2 \) case only, i.e., the diagrammatic approach at the two-particle (4-point functions) level. Although
we will keep the basic ideas of one-particle quantum field theory (e.g. partial summation, summation over Matsubara frequencies, etc.), as we will see, one has to be careful when transferring the conventional "diagrammatic recipes" beyond two-point functions.

Our starting point for the derivation of the most fundamental relations at the two-particle level will be the Hubbard model [16] on a simple cubic lattice

\[ \hat{H}_{\text{Hubbard}} = -t \sum_{<ij>,\sigma} \hat{c}^\dagger_{i\sigma} \hat{c}_{j\sigma} + U \sum_{i} \hat{n}_{i\uparrow} \hat{n}_{i\downarrow} \]  

(5)

with next nearest neighbor hopping amplitude \( t \) and local Coulomb interaction \( U \). Since, for the moment, we are interested in purely local quantities at the DMFT level, we will drop the lattice index \( i \) and keep the spin index only. Then, the most fundamental quantity for the two-particle level is the generalized two-particle susceptibility \( \chi \). It describes the propagation of two electrons added/removed into the system. Following the notation of Ref. [40], the definition is given as follows:

\[ \chi_{\sigma_1\sigma_2\sigma_3\sigma_4}(\tau_1,\tau_2,\tau_3,\tau_4) := \langle T \left( \hat{c}^\dagger_{\sigma_1}(\tau_1) \hat{c}_{\sigma_2}(\tau_2) \hat{c}^\dagger_{\sigma_3}(\tau_3) \hat{c}_{\sigma_4}(\tau_4) \right) \rangle - \langle T(\hat{c}^\dagger_{\sigma_1} \hat{c}_{\sigma_2}) \rangle \langle T(\hat{c}^\dagger_{\sigma_3} \hat{c}_{\sigma_4}) \rangle. \]  

(6)

As we are dealing with a time-independent Hamiltonian, we can further simplify this expression to a function depending only on three times \( (\tau_1,\tau_2,\tau_3,\tau_4 = 0) \). By employing a Fourier transformation, one ends up with an 3-frequency function, which will be our main object for all further considerations:

\[ \chi(\nu\sigma, (\nu' + \omega)\sigma'; (\nu + \omega)\sigma, (\nu' + \omega)\sigma') = \int_0^\beta d\tau_2 d\tau_3 \chi_{\sigma\sigma'}(\tau_1, \tau_2, \tau_3) e^{-i\nu\tau_1} e^{i(\nu + \omega)\tau_2} e^{-i(\nu' + \omega)\tau_3} := \chi_{\sigma\sigma'}^{\nu\nu'}^{\omega}. \]  

(7)

This function can be represented diagrammatically as in Fig. 1: As one can see from its diagrammatic representation, the generalized susceptibility can be split up into two separate parts, a disconnected and a connected one. Since the disconnected part comes from the two separate one particle propagations we can rewrite analytically the generalized susceptibility as:

\[ \chi_{\sigma\sigma'}^{\nu\nu'}^{\omega} = \chi_0^{\nu'\omega}_{\sigma\sigma'} - G_\sigma(\nu)G_\sigma(\nu + \omega)F_{\sigma\sigma'}^{\nu\nu'}^{\omega}G_{\sigma'}(\nu')G_{\sigma'}(\nu' + \omega) \]  

(8)
with
\[ \chi_0^{\nu\nu'} = -\beta G_\sigma(\nu)G_\sigma(\nu + \omega)\delta_{\nu\nu'} \] (9)

Due to this separation, the interpretation of the function \( F \) is straightforward. \( F \) contains all connected two particle diagrams. This includes all diagrams, which are not separated into two parts and, technically speaking, are defined 1-particle irreducible (1PI). We recall here, that also in the one-particle case, one can do such a separation. The main ingredients there, are the full Green’s function \( G \), a non-interacting Green’s function \( G_0 \) and a self energy part \( \Sigma \). However, in the two-particle case, the concept of irreducibility is more complex, since to split a 2P-connected diagram in two parts one should cut at least two lines. From here, one can formally introduce the concept of 2P reducibility or irreducibility (2PI) of a diagram. Evidently, at the 2P-level, there are different ways how to realize this separation [41].

For instance, when looking at a generic connected two particle-diagram, we have two incoming and two outgoing legs. One possible way of cutting such a diagram, is by separating (1,2) from (3,4) by cutting two internal Green’s function lines. A very basic example for such a diagram would be a two-particle bubble diagram of second order. Similarly, as in the one particle case, where we were able to find an equation of motion including the summation of irreducible
diagrams, i.e. Dyson’s equation, we can perform a geometric resummation also for the two-particle case, which is known as the Bethe-Salpeter equation [29].

As mentioned before, the separation of diagrams, and hence the concept of irreducibility in the two-particle case is not unique:

For instance, we can also cut $F$ in a "horizontal" way by separating (1,4) from (2,3). A basic example for such a diagram would be also a two-particle bubble diagram, but now vertically arranged. Moreover, there exists also a third option for cutting, namely (1,4) from (2,3), which is not shown here. Aiming at a more rigorous definition for such separation procedures, we introduce below the concept of irreducibility for general two-particle diagrams in a more formal way:

"A two-particle irreducible diagram is a two-particle diagram, which can not be separated by cutting two internal Green’s function lines”
However, based on our previous considerations this definition of irreducibility at the 2P-level will be always connected to the "type" of separation. We usually refer to these three possible ways of separation with name of "channels" [41]. Considering our generic 4-point function, a separation (1,2) from (3,4) is defined as "longitudinal particle-hole channel", whereas (1,4) from (2,3) defines the "vertical particle-hole channel". As we will see later (see chapter 2.2) these two channels are linked together via a special symmetry relation. The third channel, (1,3) from (2,4) is somehow different, since it includes diagrams which consist particle particle propagation only and is therefore defined as "particle-particle channel". To summarize the concept of irreducibility at the 2P-level, we recall that every connected diagram of F can be classified either:

- **fully irreducible** → diagrams, which cannot be split up into two parts by cutting two internal Green’s function lines
- **reducible** (in a given channel) → diagrams, which can be split up into two parts by cutting two internal Green’s function lines (according to the
There are no diagrams which are reducible in 2 channels [40]. Such classifications correspond essentially to the parquet equations [41–43].

Coming back to the Bethe-Salpeter equation, this can be defined in terms of the channel to be considered. Therefore, there exist three Bethe-Salpeter equations (one for each channel):

$$F = \Gamma_i + \sum \Gamma_i GGF$$  \hspace{1cm} (10)

The interpretation of these kind of equations is now straightforward: F is the sum of all diagrams which are irreducible in the channel i + all diagrams which are reducible in this channel, for which we use the notation of $\Phi_i$:

$$\Phi_i = \sum \Gamma_i GGF.$$ \hspace{1cm} (11)

Before we can proceed in the analysis of two-particle diagrams we have to recall the definition of our main object, the Fourier transformed 4-point function.

$$\chi_{\nu\nu',\omega} = \int_0^\beta d\tau_1 d\tau_2 d\tau_3 \chi_{\sigma\sigma'}(\tau_1, \tau_2, \tau_3) e^{-i\nu\tau_1} e^{i(\nu + \omega)\tau_2} e^{-i(\nu' + \omega)\tau_3}$$ \hspace{1cm} (12)

Due to energy conservation this is a three-frequency object. We note here that this specific convention for the frequency definition is known as "particle-hole" notation. In fact, with this notation, $\chi$ describes an electron with energy $\nu + \omega$ being scattered by a hole with energy $-\nu$ and $\omega$ being the total energy of this scattering process. However, since we only have to restrict ourself to energy conservation, we can find another equivalent frequency representation for $\chi$, which we refer to a "particle-particle" notation.

$$\chi_{\nu\nu',\omega}^{pp,\sigma\sigma'} = \int_0^\beta d\tau_1 d\tau_2 d\tau_3 \chi_{\sigma\sigma'}(\tau_1, \tau_2, \tau_3) e^{-i\nu\tau_1} e^{i(\omega - \nu')\tau_2} e^{-i(\omega' - \nu)\tau_3}$$ \hspace{1cm} (13)

The physical motivation for this notation we can also see within the Fourier integral, where two electrons with energies $\nu'$ and $\omega - \nu'$ scatter. Due to the
fact that all scattering processes are included in the full Green’s function, it is obviously possible to express the $\chi_{\nu\nu}$ in terms of $\chi_{ph}$ and vice versa.

\[ \chi_{\nu\nu}^{(\nu' + \omega)(\nu + \omega)(-\omega)} = \chi_{\sigma\sigma'}^{\nu\nu'(\omega - \nu - \nu')} = \chi_{\sigma\sigma'}^{\nu\nu'(\omega + \nu + \nu')} \] (14)

\[ \chi_{\sigma\sigma'}^{(\nu' + \omega)(\nu + \omega)(-\omega)} = \chi_{\sigma\sigma'}^{\nu\nu'(\omega - \nu - \nu')} = \chi_{\sigma\sigma'}^{\nu\nu'(\omega + \nu + \nu')} \] (15)

2.2 Symmetries of Two-Particle Green’s functions

For a better understanding of the properties of two-particle vertex functions and a more efficient numerical treatment, it is very useful to analyze the behavior of those functions under symmetry transformations. We will therefore give a brief overview on symmetry relations following Refs. [40] and [44] for two particle functions and their implications on the further calculations within this work (e.g., Spin diagonalization). Without loss of generality, we will report here the symmetry relations in the particle-hole frequency notation. Furthermore, although the equations reported below are shown for $\chi$ and $\Gamma$, obviously similar relations exist also for $F$, which can be found in Refs. [40] and [44].

2.2.1 Time-Reversal symmetry

Inside the time-ordering of Eq. 6 we can exchange the first two operators with the 3rd and 4th. Using the anticommutation relations for fermionic operators, one can permute the operators which, after Fourier transformation leads to

\[ \chi_{\sigma\sigma'}^{\nu\nu'(\nu' + \omega)(\nu + \omega)(-\omega)} = \chi_{\sigma\sigma'}^{\nu\nu'(\omega - \nu - \nu')} = \chi_{\sigma\sigma'}^{\nu\nu'(\omega + \nu + \nu')} \] (16)

2.2.2 Crossing-symmetry

As a consequence of the Pauli principle, we can derive a second symmetry relation, which is known as crossing-symmetry. The idea is that exchanging two identical particles - which means exchanging all arguments of the involved operators (i.e. the two c operators, should only change the sign of the vertex function. For parallel spin ($\sigma = \sigma'$), exchanging $c_{\nu'\sigma'}$ and $c_{(\nu + \omega)\sigma}$ leads to

\[ \chi_{\sigma\sigma'}^{\nu\nu'(\nu' + \omega)(\nu + \omega)(-\omega)} = \chi_{\sigma\sigma'}^{\nu\nu'(\omega - \nu - \nu')} = \chi_{\sigma\sigma'}^{\nu\nu'(\omega + \nu + \nu')} \] (17)

The derivation of this relation can be found in Ref. [40] and [44]

\[ \chi_{\sigma\sigma'}^{\nu\nu'(\nu' + \omega)(\nu + \omega)(-\omega)} = -\chi_{\sigma\sigma'}^{\nu\nu'(\omega - \nu - \nu')} = \chi_{\sigma\sigma'}^{\nu\nu'(\omega + \nu + \nu')} \] (18)

For antiparallel spin ($\sigma \neq \sigma'$) the crossing symmetry reads as

\[ \chi_{\sigma\sigma'}^{\nu\nu'(\nu' + \omega)(\nu + \omega)(-\omega)} = -\chi_{\sigma\sigma'}^{\nu\nu'(\omega - \nu - \nu')} = \chi_{\sigma\sigma'}^{\nu\nu'(\omega + \nu + \nu')} \] (19)

For a complete derivation of the crossing-symmetry, we refer to [40].
2.2.3 SU(2) symmetry

If the Hamiltonian does not contain terms which are breaking rotation symmetry (e.g. a magnetic field), one can show that every matrix element (and therefore also $\chi$ and $F$) has to fulfill spin-conservation. A further consequence is that we can find a relation of a $\chi$ and $\chi$ rotated by $\frac{\pi}{2}$, which reads as

$$\chi_{\sigma\sigma'}^{\nu\nu'} = \chi_{\sigma(-\sigma)}^{\nu(\nu+\omega)(\nu'-\nu)} + \chi_{0}^{\nu\nu'}$$  \hspace{1cm} (20)

2.2.4 Spin-diagonalization

As a consequence of the SU(2)-symmetry, we can set up a new "spin-diagonal" basis for the longitudinal particle-hole irreducible channel $\Gamma_{ph}$ and the particle-particle irreducible channel $\Gamma_{pp}$ in terms of linear combinations of the two spin directions, $(\uparrow,\uparrow)$ and $(\uparrow,\downarrow)$. This can be done in the following way:

The basic four-point function (and therefore also $\Gamma$) has $2^4$ possible spin combinations $(\uparrow,\downarrow)$ for each outer leg. Since we are dealing with a SU(2) symmetric Hamiltonian, i.e. in the paramagnetic phase, we have spin conservation for all our diagrams. This reduces the number of combinations by 8. The remaining 8 combinations we can again reduce by 6 due to crossing symmetry. The two remaining combinations of spins are $(\uparrow\uparrow;\uparrow\uparrow)$ and $(\uparrow\downarrow;\uparrow\downarrow)$, which we indicate with a more compact notation as $(\uparrow\uparrow)$ and $(\uparrow\downarrow)$. Hence at the level of $\Gamma$, the remaining quantities we have to calculate are $\Gamma_{ph,\uparrow\uparrow}$, $\Gamma_{ph,\uparrow\downarrow}$, $\Gamma_{pp,\uparrow\uparrow}$, $\Gamma_{pp,\uparrow\downarrow}$, $\Gamma_{pp,\uparrow\downarrow}$.

If we further consider that the longitudinal channel can be transformed to the vertical one and vice versa via the crossing symmetry, the remaining quantities we have to calculate are $\Gamma_{ph,\uparrow\uparrow}$, $\Gamma_{ph,\uparrow\downarrow}$, $\Gamma_{pp,\uparrow\uparrow}$, $\Gamma_{pp,\uparrow\downarrow}$. This choice for the channel definition, however, is not the most optimal one, because they will be mixed by the Bethe-Salpeter equations. This problem can be avoided by performing a so called diagonalization in the spin-sector, which decouples all the four Bethe-Salpeter equations. The results of such diagonalization in the spin-sector is given by:

$$\begin{pmatrix} \Gamma_{ph,\uparrow\uparrow} \\ \Gamma_{ph,\uparrow\downarrow} \end{pmatrix} \Rightarrow \begin{pmatrix} \Gamma_{d} = \Gamma_{ph,\uparrow\uparrow} + \Gamma_{ph,\downarrow\downarrow} \\ \Gamma_{m} = \Gamma_{ph,\uparrow\uparrow} - \Gamma_{ph,\downarrow\downarrow} \end{pmatrix}$$  \hspace{1cm} (21)

$$\begin{pmatrix} \Gamma_{pp,\uparrow\uparrow} \\ \Gamma_{pp,\uparrow\downarrow} \end{pmatrix} \Rightarrow \begin{pmatrix} \Gamma_{t} = \Gamma_{pp,\uparrow\uparrow} \\ \Gamma_{s} = 2\Gamma_{pp,\uparrow\downarrow} - \Gamma_{pp,\uparrow\uparrow} \end{pmatrix}$$  \hspace{1cm} (22)

The first pair is typically called the density-/magnetic-channel, i.e. $\Gamma_{d(\text{ensity})}$ and $\Gamma_{m(\text{agnetic})}$. The second pair, referring to the particle-particle sector is called singlet-/triplet-channel, i.e. $\Gamma_{s(\text{inglet})}$ and $\Gamma_{t(\text{riplet})}$. This notations and definitions will be used throughout the rest of this thesis.
3 Asymptotic behavior of vertex functions $\Gamma$

In the last chapter, we have derived symmetry relations for two-particle Green’s and vertex functions, which can now be used for further analysis. The present chapter is dedicated to the derivation of the asymptotic behavior of the irreducible vertex function $\Gamma$. The concept of channel-dependent irreducibility of vertex functions (see also chapter 2.2) will be explicitly discussed and each channel will be analyzed separately. In particular, I will derive the expressions of the equations for the irreducible particle-hole and particle-particle channels in the asymptotic high-frequency regime in terms of the irreducible $\Gamma$’s. I have also extended an algorithmic procedure for calculation of the low-frequency sectors of the irreducible $\Gamma$’s based on the work of Jan Kuneš ([33]) to all channels and for all bosonic frequencies. A mathematical derivation based on the Lehmann representation ([45]) will be given in the last part of this chapter.

As mentioned in the introduction, the main goal of this thesis is the calculation of the asymptotic behavior of two-particle irreducible vertex functions of DMFT. This represent a very important step for improving all algorithms using the Bethe-Salpeter equations in DMFT and for including non-local correlations on all length scales by means of diagrammatic extensions of DMFT ([18, 23, 27, 33, 37]). Following Refs. [40, 41, 44], we start from the Bethe Salpeter equations

$$ F = \Gamma_i + \Phi_i $$  \hspace{1cm} (23)

where $\Gamma_i$ and $\Phi_i$ are the irreducible part and reducible part of channel $i$ ($i = (\text{ph}, \text{ph}, \text{pp})$) respectively and the Parquet equation [41–43]

$$ F = \Lambda + \Phi_{\text{ph}} + \Phi_{\text{pp}}, $$  \hspace{1cm} (24)

where $\Lambda$ is the fully two-particle irreducible vertex. Combining both equations (23) and (24) leads to

$$ \Gamma_{\text{ph}} = \Lambda + \Phi_{\text{ph}} + \Phi_{\text{pp}}, $$  \hspace{1cm} (25)

$$ \Gamma_{\overline{\text{ph}}} = \Lambda + \Phi_{\text{ph}} + \Phi_{\text{pp}}, $$  \hspace{1cm} (26)

$$ \Gamma_{\text{pp}} = \Lambda + \Phi_{\text{ph}} + \Phi_{\overline{\text{ph}}}, $$  \hspace{1cm} (27)

for the vertex functions irreducible in channel $i = (\text{ph}, \overline{\text{ph}}, \text{pp})$.

Similarly as $\chi_{\nu\nu'\omega}$, obviously $\Gamma$ as well as $\Lambda$ and $\Phi$ are 3-frequency functions. In order to study the asymptotic frequency behavior of the irreducible vertices $\Gamma_i$, we consider the 3-dimensional frequency space, spanned by the two fermionic frequencies $\nu$ and $\nu'$ and the bosonic frequency $\omega$. In fact, as we will show explicitly in the following, the asymptotic behavior of $\Gamma_i^{\nu\nu'\omega}$ is not uniform in the $(\nu, \nu', \omega)$-space, i.e., it strongly depends on the direction in this space when approaching $\infty$ [40].
As mentioned in the previous chapter, since we are considering the paramagnetic phase only, the relevant spin combinations are

\((\uparrow;\uparrow)\) and \((\uparrow;\downarrow)\).

Furthermore, as discussed in chapter 2.2 and [40], taking into account the crossing symmetry, we can restrict ourselves to the calculation of the longitudinal particle-hole irreducible channel (Eq. 25) and the particle-particle irreducible channel (Eq. 27). As for the spin sectors \((d,m,s,t)\), it is convenient to study the asymptotic behavior of \(\Gamma_{ph}\) and \(\Gamma_{pp}\) in terms of \((\uparrow;\uparrow)\) and \((\uparrow;\downarrow)\) spin channels and go back to the spin-diagonalized basis \((d,m,s,t)\), introduced in Chap. 2.2 later. For the study of the asymptotic behavior of the vertex functions, we introduce the following notation, where the exact way the high frequency limit is taken has to be explicitly specified\(^1\):

\[
\Gamma_{\nu\nu',\omega_i,\text{asympt}} := \left\{ \Gamma_{\nu\nu',\omega_i} : \lim_{\nu\nu',\omega_i \to \infty} \Gamma_{\nu\nu',\omega_i} \right\}
\]  

(28)

### 3.1 Longitudinal Particle-Hole Channel

For calculation of this channel we use its natural frequency notation, i.e. the particle-hole notation (see Eq. 12. As mentioned above, we first will calculate all relevant diagrams for this channel in the \((\uparrow;\uparrow)\) and \((\uparrow;\downarrow)\) spin sectors and finally use the spin-diagonalized basis in order to get the asymptotic behavior of \(\Gamma_{d(\text{ensity})}\) and \(\Gamma_{m(\text{agnetic})}\). We will now study each part of the right hand side of Eq. 25 separately.

#### 3.1.1 fully irreducible diagrams \(\Lambda\)

Let us start analyzing the lowest order diagrams:

\((\uparrow\uparrow)\)

We can immediately see that, due to Pauli’s principle, there is no contribution to \(\Lambda_{\text{asympt}}\) at the first order in \(U\) (two electrons with parallel spin cannot exist at the same place and at the same time).

\((\uparrow\downarrow)\)

For the antiparallel spin-case, the lowest order diagram does contribute to the asymptotic fully-irreducible vertex (see Fig. 10 for \(\sigma \neq \sigma'\) gives a constant \(U\)).

Moreover, for both spin combinations, all higher-order diagrams decay at least as \(\frac{1}{p}\). If we consider the subsequent order in perturbation theory for \(\Gamma\), this is

\(^1\)The asymptotic high-frequency behavior of \(\Gamma_{\nu\nu',\omega_i,\text{asympt}}\) is not uniform in the \((\nu,\nu',\omega)\)-space but strongly depends on the direction in this space when approaching \(\infty\). In this sense, \(\Gamma_{\nu\nu',\omega_i,\text{asympt}}\) contains all diagrams of \(\Gamma_{\nu\nu',\omega_i}\), which do not vanish when approaching \(\infty\) along certain directions in the \((\nu,\nu',\omega)\)-space.
Figure 10: Lowest order diagram for $\Lambda$: for $\sigma = \sigma'$ this diagram doesn’t exist given by the 4th order envelope diagram (Fig. 11). Our numerical evaluation of this diagram demonstrate a uniform asymptotic behavior decaying at least as $\frac{1}{\nu}$. Evidently, higher order diagrams will display an even stronger decay.

Figure 11: An example of a 4th order envelope diagram for $(\uparrow\uparrow)$

Therefore, the only contribution to the asymptotic behavior of $\Lambda$ is given by the lowest order diagram in the $(\uparrow, \downarrow)$ shown in Fig. 10. The corresponding sign can easily be calculated by explicitly applying Wick’s theorem in the perturbation expansion and considering the anticommutation relations for fermionic operators. This yields that the diagram Fig. 10 contributes with a $+$ sign and hence:

$$
\Lambda_{\uparrow\downarrow, \text{asympt}} = +U. \quad (29)
$$

3.1.2 reducible vertical particle-hole diagrams $\Phi_{\text{ph, asympt}}^\uparrow\uparrow$

$(\uparrow\uparrow)$

The lowest order diagram which is contributing to the asymptotics is the vertical particle-hole bubble (Fig. 12) In terms of Green’s functions, this reads

$$
P_1(\nu, \nu') = -\frac{U^2}{\beta} \sum_{\nu_1} G(\nu_1) G(\nu_1 + \nu' - \nu). \quad (30)
$$

If we now look at the asymptotic behavior of this diagram, we find that for keeping $\nu$ constant, this diagram vanishes for $\nu' \to \infty$

$$
\lim_{\nu' \to \infty} P_1(\nu, \nu') = 0.
$$
Figure 12: Second order vertical particle-hole reducible diagram

Figure 13: 4th order vertical particle-hole reducible diagram

Figure 14: General vertical particle-hole reducible diagram with vertex insertions

Obviously, we will get the same result if we exchange $\nu'$ by $\nu$, i.e., $\nu \to \infty$. However, if we choose the path $\nu = \nu'$ the vertical bubble diagram will not vanish anymore. In fact, we can write $P_1(\nu, \nu')$ as a function of only one bosonic frequency, $\nu' - \nu$

$$P_1(\nu, \nu') = -\frac{U^2}{\beta} \sum_{\nu_1} G(\nu_1)G(\nu_1 + \nu' - \nu) = +U^2 \chi_0(\nu' - \nu) \quad (31)$$

In a similar way, we can now analyze also higher order diagrams of this class (i.e. vertical particle-hole bubble with vertex insertions) and according to Fig. (13, 14) this leads to

$$P_2(\nu, \nu') = +\frac{U^2}{\beta^2} \sum_{\nu_1, \nu_2} G(\nu_1)G(\nu_1 + \nu' - \nu)F_{F_{\nu_1\nu_2}}^{\nu_1+\nu'-\nu}(\nu_2-\nu_1)G(\nu_2)G(\nu_2 + \nu' - \nu). \quad (32)$$

Hence the contribution of the diagram shown in Fig. 14 can be also written as effective one-frequency function $P_2(\nu' - \nu)$. Summing up all contributions to
\[ \Phi_{\text{ph}↑↑,\text{asympt}} \text{ (Eq. 30, Eq. 32) leads to} \]

\[
\Phi_{\text{ph}↑↑,\text{asympt}} = - \frac{U^2}{\beta^2} \sum_{\nu_1 \nu_2} [\beta G(\nu_1) G(\nu_1 + \nu' - \nu) \delta_{\nu_1 \nu_2} \\
- G(\nu_1) G(\nu_1 + \nu' - \nu) F_{\downarrow \downarrow}^{\nu_1(\nu_1 + \nu' - \nu)(\nu_2 - \nu_1)} G(\nu_2) G(\nu_2 + \nu' - \nu)].
\]

(33)

According to Eq. 9, we can write the first part as \(- \chi_0^{\nu_1 \nu_2(\nu' - \nu)}\). For the second part, we use the crossing symmetry and write

\[
F_{\downarrow \downarrow}^{\nu_1(\nu_1 + \nu' - \nu)(\nu_2 - \nu_1)} = - F_{\downarrow \downarrow}^{\nu_2(\nu' - \nu)}.
\]

(34)

For the SU(2) symmetric case, \(\chi_{\downarrow \downarrow}^{\nu_1 \nu_2(\nu' - \nu)} = \chi_{\downarrow \downarrow}^{\nu_1 \nu_2(\nu' - \nu)}\) and we finally end up with the following expression for \(\Phi_{\text{ph}↑↑,\text{asympt}}\)

\[
\Phi_{\text{ph}↑↑,\text{asympt}} = \frac{U^2}{\beta^2} \sum_{\nu_1 \nu_2} \chi_{\downarrow \downarrow}^{\nu_1 \nu_2(\nu' - \nu)} = U^2 \chi_{\downarrow \downarrow}(\nu' - \nu).
\]

(35)

\((↑↓)\)

We again start with the bubble-diagram without any vertex insertions (Fig. 15) and get the same asymptotic contribution as for the \(↑↑\) case

\[
P_3(\nu' - \nu) = - \frac{U^2}{\beta} \sum_{\nu_1} G(\nu_1) G(\nu_1 + \nu' - \nu).
\]

(36)

Considering all higher order diagrams (e.g. Figs. (16),(17)), this again leads to a very similar expression as for the \((↑↑)\) case namely,

\[
P_4(\nu' - \nu) = \frac{U^2}{\beta^2} \sum_{\nu_1 \nu_2} G(\nu_1) G(\nu_1 + \nu' - \nu) F_{\downarrow \downarrow}^{\nu_1(\nu_1 + \nu' - \nu)(\nu_2 - \nu_1)} G(\nu_2) G(\nu_2 + \nu' - \nu)
\]

(37)
Figure 16: 4th order vertical particle-hole reducible diagram

Figure 17: General vertical particle-hole reducible diagram with vertex insertions

Summing up all terms leads to

\[
\Phi_{\text{ph},\text{asympt}} = -\frac{U^2}{\beta^2} \sum_{\nu_1 \nu_2} [\beta G(\nu_1)G(\nu_1 + \nu' - \nu)\delta_{\nu_1 \nu_2} - G(\nu_1)G(\nu_1 + \nu' - \nu)F_{\uparrow \uparrow \uparrow \downarrow}(\nu_1 + \nu' - \nu)(\nu_2 - \nu_1)G(\nu_2 + \nu' - \nu)].
\]

(38)

As for the \((\uparrow \downarrow)\), we want to find an expression only in terms of \(\chi_0\) and \(\chi\).

Applying the SU(2) symmetry

\[
F_{\uparrow \uparrow \uparrow \downarrow}(\nu_1 + \nu' - \nu)(\nu_2 - \nu_1) = F_{\uparrow \downarrow \uparrow \downarrow}(\nu_1 + \nu' - \nu)(\nu_2 - \nu_1) + F_{\uparrow \downarrow \downarrow \downarrow}(\nu' - \nu).
\]

(39)

and using again the crossing symmetry for the \((\uparrow \uparrow)\)-vertex yields

\[
F_{\uparrow \downarrow \uparrow \downarrow}(\nu_1 + \nu' - \nu)(\nu_2 - \nu_1) \xrightarrow{\text{crossing-symmetry}} -F_{\uparrow \downarrow \downarrow \downarrow}(\nu' - \nu) + F_{\uparrow \downarrow \downarrow \downarrow}(\nu' - \nu).
\]

(40)

Now we can write Eq. 38 in terms of \(\chi\) only, ending up with

\[
\Phi_{\text{ph},\text{asympt}} = +\frac{U^2}{\beta^2} \sum_{\nu_1 \nu_2} (\chi_{\uparrow \downarrow}(\nu_1 \nu_2) - \chi_{\downarrow \downarrow}(\nu_1 \nu_2))
=U^2(\chi_{\uparrow \downarrow}(\nu' - \nu) - \chi_{\downarrow \downarrow}(\nu' - \nu))
=U^2\chi_m(\nu' - \nu).
\]

(41)

3.1.3 reducible particle-particle diagrams \(\Phi_{\text{pp}}\)

For this section, we will slightly modify the way of drawing our diagrams and put the outer "particle-legs" on the upper side, and the outer "hole-legs" on the lower side. It is important to notice however, that we still keep the particle-hole frequency notation used in the previous section. The above mentioned step is only a "trick" for better visualization of the particle-particle reducible diagrams.
(↑↑)
The lowest order contribution has the shape shown in Fig. 18. In contrast to

\[ \nu_1 \downarrow \rightarrow -\nu_1 + \nu + \nu' + \omega \downarrow \]

\[ \nu \uparrow \rightarrow \nu + \omega \uparrow \]

\[ \nu' \downarrow \rightarrow -\nu_1 + \nu + \nu' + \omega \downarrow \]

\[ \nu \uparrow \rightarrow \nu + \omega \uparrow \]

Figure 18: This diagram cannot exist, due to Pauli’s principle

the vertical particle-hole diagrams, we now have to consider the Pauli principle, where two fermions with the same spin cannot be at the impurity at the same time. If we look at the particle-particle bubble diagram in Fig. 18, we immediately see, that for the (↑↑) case, there is no contribution to the asymptotics due to Pauli’s principle.

(↑↓)
For the (↑↓) case, the lowest order diagram has the following form (Fig. 19).

In terms of Green’s functions, this reads

\[ P_5(\nu + \nu' + \omega) = -\frac{U^2}{\beta} \sum_{\nu_1} G(\nu_1)G(-\nu_1 + \nu + \nu' + \omega) \]

\[ = U^2 \chi_0(\nu + \nu' + \omega) \quad (42) \]

If we now look at the asymptotic frequency behavior, we find a non vanishing contribution of Fig. 19 for

\[ \nu + \nu' + \omega = const, \quad (43) \]

assuming a maximum for

\[ \nu + \nu' + \omega = 0. \quad (44) \]
Considering higher order terms (Fig. 20, 21), we find a general expression for such contributions

\[
P_0(\nu, \nu', \omega) = \frac{U^2}{\beta^2} \sum_{\nu_1 \nu_2} G(\nu_1)G(\nu_2) F_{\nu_1 \nu_2}^{\nu_1 \nu_2 \nu_1 (-\nu_1 - \nu_2 + \nu + \nu' + \omega)}
\]

(45)

\[
G(-\nu_1 + \nu + \nu' + \omega)G(-\nu_2 + \nu + \nu' + \omega).
\]

Summing up all contributions of the reducible particle-particle channel leads to Eq. 46

\[
\Phi_{pp \uparrow \downarrow, \text{asympt}} = -\frac{U^2}{\beta^2} \sum_{\nu_1 \nu_2} \left[ -\beta G(\nu_1)G(-\nu_1 + \nu + \nu' + \omega)\delta(-\nu_1 - \nu_2 + \nu + \nu' + \omega) \right]
\]

+ \[G(\nu_1)G(\nu_2) F_{\nu_1 \nu_2}^{\nu_1 \nu_2 \nu_1 (-\nu_1 - \nu_2 + \nu + \nu' + \omega)} \]

(46)

If we rewrite this equation in terms of \(\chi\) we can write \(\Phi_{pp \uparrow \downarrow, \text{asympt}}\) as Eq. 47.

\[
\Phi_{pp \uparrow \downarrow, \text{asympt}} = -\frac{U^2}{\beta^2} \sum_{\nu_1 \nu_2} \left[ \chi_{\nu_1 \nu_2}^{\nu_1 \nu_2 \nu_1 (-\nu_1 - \nu_2 + \nu + \nu' + \omega)} \right]
\]

+ \[\beta G(\nu_1)G(-\nu_1 + \nu + \nu' + \omega)\delta(-\nu_1 - \nu_2 + \nu + \nu' + \omega) \]

(47)

Analyzing the diagrams in Fig. 21 and Fig. 17 for fixed \(\omega\), we see that the main contribution of the reducible vertical particle-hole channel is along the diagonal \(\nu = \nu'\), whereas the reducible particle-particle channel has its main contribution along the secondary diagonal \(\nu = -\nu' - \omega\), shifted by a constant \(\omega\).

### 3.1.4 \(\Gamma_d(\text{ensity})\) and \(\Gamma_m(\text{agnetic})\)

Now we have all ingredients for calculating the asymptotics of the spin-diagonalized vertices \(\Gamma_d\) and \(\Gamma_m\), defined as

\[
\Gamma_{d, \text{asympt}} = \Gamma_{\uparrow \uparrow} + \Gamma_{\downarrow \downarrow}
\]

(48)
\[ \Gamma_{m,\text{asympt}} = \Gamma_{\uparrow \uparrow} - \Gamma_{\downarrow \downarrow}. \] (49)

Inserting the results derived above, we end up with an equation for the asymptotic behavior of \( \Gamma_d \) and \( \Gamma_m \) (Eq. 50,51).

\[ \Gamma_{d,\text{asympt}} = U + \frac{U^2}{\beta^2} \sum_{\nu_1 \nu_2} \left[ 2 \chi_{\uparrow \uparrow} \nu_1 \nu_2 (\nu' - \nu) - \chi_{\uparrow \uparrow} \nu_1 \nu_2 (\nu' - \nu) - \left( \chi_{\uparrow \uparrow} \nu_1 \nu_2 (\nu_1 - \nu_2 + \nu + \nu' + \omega) + \beta G(\nu_1) G(-\nu_1 + \nu + \nu' + \omega) \delta(-\nu_1 - \nu_2 + \nu + \nu' + \omega) \right) \right] \] (50)

\[ \Gamma_{m,\text{asympt}} = -U + \frac{U^2}{\beta^2} \sum_{\nu_1 \nu_2} \left[ \chi_{\uparrow \downarrow} \nu_1 \nu_2 (\nu' - \nu) + \chi_{\uparrow \downarrow} \nu_1 \nu_2 (\nu_1 - \nu_2 + \nu + \nu' + \omega) + \beta G(\nu_1) G(-\nu_1 + \nu + \nu' + \omega) \delta(-\nu_1 - \nu_2 + \nu + \nu' + \omega) \right] \] (51)

### 3.2 Particle-Particle channel

In the previous section, we calculated the asymptotics of the longitudinal irreducible particle-hole channel \( \Gamma_{ph} \). Due to the crossing symmetry, we do not have to calculate \( \Gamma_{ph} \) explicitly and therefore, we will now turn to the last remaining channel - the particle-particle irreducible channel \( \Gamma_{pp} \). The natural frequency notation for this channel is the particle-particle notation (see Eq. 13) and, therefore, \( \Lambda_{\text{asympt}}, \Phi_{ph,\text{asympt}} \) and \( \Phi_{ph,\text{asympt}}^{-} \) are also calculated adopting this frequency convention. Although it is possible to calculate \( \Phi_{ph,\text{asympt}}^{-} \) and use the crossing symmetry to get \( \Phi_{ph,\text{asympt}}^{-} \), we will explicitly calculate both parts to get a clear understanding of all contributions to \( \Gamma_{pp,\text{asympt}} \). To avoid any confusion concerning the frequency notation, we will denote the frequency notation with an "pp" superscript.

#### 3.2.1 fully irreducible diagrams \( \Lambda \)

Since the Pauli principle has to be fulfilled no matter which frequency notation we adopt, we can directly use our results from the irreducible particle-hole channel for \( \Lambda \).

\((\uparrow\uparrow)\)

For \( \sigma = \sigma' \) the diagram Fig. 22, which corresponds to an instantaneous and local interaction of two up-spin electrons, vanishes due to Pauli’s principle. All higher-order contributions to \( \Lambda_{\uparrow \uparrow} \) are at least of the order \( O(\frac{1}{p}) \), and hence, do not contribute to the asymptotics, as it was already discussed for the longitudinal particle-hole channel.

\((\uparrow\downarrow)\)

For \((\uparrow\downarrow)\), the contribution of the lowest order diagram reads as

\[ \Lambda_{\text{asympt},\uparrow \downarrow} = +U. \] (52)
3.2.2 reducible particle-hole diagrams $\Phi_{ph,asympt}$

The lowest order diagram is the second order bubble diagram in Fig. 23. In terms of Green’s functions, it has the following form (Eq. 53)

$$P_\gamma(\nu, \nu', \omega) = + \frac{U^2}{\beta} \sum_{\nu_1} G(\nu_1) G(\nu_1 + \omega - \nu - \nu').$$

(53)

Looking at the second Green’s function $G(\nu_1 + \omega - \nu - \nu')$ in Eq. 53, we find that this diagram depends on $\omega - \nu - \nu'$ only and contributes to the asymptotics for

$$\omega - \nu - \nu' = const$$

assuming a maximum for

$$\omega - \nu - \nu' = 0.$$  

(55)

Considering higher order terms (Fig. 24,25), we find a general expression for such contributions according to Fig. 25.
\[ P_6(\nu, \nu', \omega) = \frac{U^2}{\beta^2} \sum_{\nu_1 \nu_2} G(\nu_1) G(\nu_2) F_{11}^{pp, \nu_1 \nu_2 (\nu_1 + \nu_2 + \omega - \nu - \nu')} \] (56)
\[ G(\nu_1 + \omega - \nu - \nu') G(\nu_2 + \omega - \nu - \nu'). \]

For the (↑↓)-case, the lowest order longitudinal particle-hole reducible diagram which does not vanish is the third order diagram Fig. 26. In contrast to the second order bubble Fig. 23, which is not part of the diagram with general vertex insertions Fig. 25 and therefore, has to be considered separately when summing up all contributions, the third order diagram is part of the general longitudinal particle-hole reducible diagram in Fig. 27. Therefore, the analytic expression for \( \Phi_{pp, \text{asy}}^{pp} \), according to Fig. 27 reads as

\[ P_6(\nu, \nu', \omega) = \frac{U^2}{\beta^2} \sum_{\nu_1 \nu_2} G(\nu_1) G(\nu_2) F_{11}^{pp, \nu_1 \nu_2 (\nu_1 + \nu_2 + \omega - \nu - \nu')} \] (57)
\[ G(\nu_1 + \omega - \nu - \nu') G(\nu_2 + \omega - \nu - \nu'). \]
Summing up all contributions to $\Phi_{ph}^{pp}$ leads to

$$
\Phi_{ph\uparrow,\text{asympt}}^{pp} = + \frac{U^2}{\beta^2} \sum_{\nu_1 \nu_2} [\beta G(\nu_1)G(\nu_1 + \omega - \nu - \nu') \delta_{\nu_1 \nu_2} \\
+ G(\nu_1)G(\nu_2) F_{\downarrow \downarrow}^{pp,\nu_1 \nu_2(\nu_1 + \nu_2 + \omega - \nu - \nu')} G(\nu_1 + \omega - \nu - \nu') G(\nu_2 + \omega - \nu - \nu')] \\
+ \frac{U^2}{\beta^2} \sum_{\nu_1 \nu_2} G(\nu_1)G(\nu_2) F_{\downarrow \downarrow}^{pp,\nu_1 \nu_2(\nu_1 + \nu_2 + \omega - \nu - \nu')} G(\nu_1 + \omega - \nu - \nu') G(\nu_2 + \omega - \nu - \nu') \\
= \frac{U^2}{\beta^2} \sum_{\nu_1 \nu_2} \left[ - \chi_{\downarrow \uparrow}^{pp,\nu_1 \nu_2(\nu_1 \nu_2 + \omega - \nu - \nu')} + \chi_0^{pp,\nu_1 \nu_2(\nu_1 \nu_2 + \omega - \nu - \nu')}ight] \\
+ \frac{U^2}{\beta^2} \sum_{\nu_1 \nu_2} G(\nu_1)G(\nu_2) F_{\downarrow \downarrow}^{pp,\nu_1 \nu_2(\nu_1 + \nu_2 + \omega - \nu - \nu')} G(\nu_1 + \omega - \nu - \nu') G(\nu_2 + \omega - \nu - \nu') \\
= \frac{U^2}{\beta^2} \sum_{\nu_1 \nu_2} - \chi_{\downarrow \uparrow}^{pp,\nu_1 \nu_2(\nu_1 \nu_2 + \omega - \nu - \nu')} \\
$$

Inserting Eq. 60 and Eq. 61 into Eq. 58 leads to

$$
\Phi_{ph\uparrow,\text{asympt}}^{pp} = + \frac{U^2}{\beta^2} \sum_{\nu_1 \nu_2} - \chi_{\downarrow \uparrow}^{pp,\nu_1 \nu_2(\nu_1 \nu_2 + \omega - \nu - \nu')} \\
$$

and inserting Eq. 62 into Eq. 59 finally leads to

$$
\Phi_{ph\uparrow,\text{asympt}}^{pp} = - \frac{U^2}{\beta^2} \sum_{\nu_1 \nu_2} \chi_{\downarrow \uparrow}^{pp,\nu_1 \nu_2(\nu_1 \nu_2 + \omega - \nu - \nu')} .
$$

3.2.3 reducible vertical particle-hole diagrams $\Phi_{ph}^{pp}$

For the reducible vertical particle-hole diagrams $\Phi_{ph,\text{asympt}}^{pp}$, we can directly use our results for $\Phi_{pp,\text{asympt}}$ in particle-hole notation. In fact as we see in Eq. 14,  

\footnote{To avoid any confusion concerning the frequency notation, we will denote the particle-particle frequency notation with an "pp" superscript.}
the two frequency notations can be transformed into each other by substituting \( \omega \) as

\[
\omega \rightarrow \omega - \nu - \nu'.
\]  

(65)

Since the transformation only affects \( \omega \), \( \Phi_{\text{ph,asympt}} \) is completely not affected by this transformation. To illustrate this, we show a diagram contributing to \( \Phi_{\text{ph,asympt}} \) in particle-particle notation and compare it to its counterpart in the particle-hole notation. In terms of Green’s functions, Fig. 28 can be written as

\[
P_{10}(\nu, \nu') = U^2 \beta^2 \sum_{\nu_1 \nu_2} G(\nu_1)G(\nu_2) F_{\text{pp}}(\nu_1 + \nu' - \nu)(\nu_1 + \nu_2) G(\nu_1 + \nu' - \nu)G(\nu_2 + \nu' - \nu).
\]  

(66)

whereas for the particle-hole notation, Fig. 29 can be written as

\[
P_{11}(\nu, \nu') = U^2 \beta^2 \sum_{\nu_1 \nu_2} G(\nu_1)G(\nu_2) F_{\text{ph}}(\nu_1 + \nu' - \nu)(\nu_2 - \nu_1) G(\nu_1 + \nu' - \nu)G(\nu_2 + \nu' - \nu).
\]  

(67)

Both diagrams do not depend on \( \omega \) and we are summing over all internal frequencies \((\nu_1, \nu_2)\), which leads to the same result for both equations. This can also be seen by rewriting \( F_{\text{pp}}(\nu_1 + \nu' - \nu)(\nu_1 + \nu_2) \) in Eq. 66 in terms of the ph-notation. According to Eq. 68

\[
F_{\text{pp},\nu,\nu'} = F_{\text{ph},\nu,\nu'}^{(\omega - \nu - \nu')}
\]  

(68)

the vertex function in Eq. 67 can be written as

\[
F_{\text{pp}}(\nu_1 + \nu' - \nu)(\nu_1 + \nu_2) = F_{\text{ph}}^{(\nu_1 + \nu' - \nu)(\nu_2 - \nu_1)}
\]  

(69)

Since this \( \omega \)-independency is valid for all asymptotic \( \Phi_{\text{ph}} \) diagrams, we do not have to calculate \( \Phi_{\text{ph}} \) again for the irreducible particle-particle channel, because it is the same as for the longitudinal particle-hole channel.
3.2.4 $\Gamma_{s(\text{singlet})}$ and $\Gamma_{t(\text{triplet})}$

Now we have all ingredients for calculating $\Gamma_{s(\text{singlet})}$ and $\Gamma_{t(\text{triplet})}$. We use the spin-diagonalized basis, derived in Sec. 2.2 and sum up all relevant contributions

$$\Gamma_{t(\text{triplet})\text{asympt}} = \Gamma_{↑↑}$$  \hspace{1cm} \text{(70)}$$

$$\Gamma_{s(\text{singlet})\text{asympt}} = 2\Gamma_{↑↓} - \Gamma_{↑↑} = 2\Gamma_{↑↓} - \Gamma_t.$$  \hspace{1cm} \text{(71)}$$

Inserting all contributions lead to

$$\Gamma_t = \Phi_{\text{asympt,ph}↑↑} + \Phi_{\text{asympt,ph}↑↓}$$

$$- \frac{U^2}{\beta^2} \sum_{\nu_1 \nu_2} \left[ \chi_{↑↑}^{\nu_1 \nu_2 (\nu_1 + \nu_2 + \omega - \nu') + \chi_{↑↑}^{\nu_2 (\nu' - \nu)} \right]$$  \hspace{1cm} \text{(72)}$$

$$\Gamma_s = 2(\Lambda + \Phi_{\text{asympt,ph}↑↓} + \Phi_{\text{asympt,ph}↑↑}) - \Phi_{\text{asympt,ph}↑↑} - \Phi_{\text{asympt,ph}↑↓}$$

$$= 2U - 2 \frac{U^2}{\beta^2} \sum_{\nu_1 \nu_2} \left( \chi_{↑↑}^{\nu_1 \nu_2 (\nu_1 + \nu_2 + \omega - \nu') - \chi_{↑↑}^{\nu_1 \nu_2 (\nu' - \nu)} + \chi_{↑↑}^{\nu_1 \nu_2 (\nu' - \nu)} - \Gamma_t \right)$$  \hspace{1cm} \text{(73)}$$

Although we are now able to calculate the asymptotic triplet and singlet channel numerically, we have a rather inconvenient form of Eq. 72 and Eq. 73, since we are mixing two different frequency notations in one equation. It is advantageous to perform the frequency summation in only one notation and choose the particle-hole notation for this. We therefore want to express $\chi_{↑↑}^{\nu_1 \nu_2 (\nu_1 + \nu_2 + \omega - \nu')}$ and $\chi_{↑↑}^{\nu_1 \nu_2 (\nu_1 + \nu_2 + \omega - \nu')}$ in the particle-hole notation which lead to

$$\chi_{↑↑}^{\nu_1 \nu_2 (\nu_1 + \nu_2 + \omega - \nu')} = \chi_{↑↑}^{\nu_1 \nu_2 (\omega - \nu')},$$  \hspace{1cm} \text{(74)}$$

$$\chi_{↑↑}^{\nu_1 \nu_2 (\omega - \nu')} = \chi_{↑↑}^{\nu_1 \nu_2 (\omega - \nu')}.$$  \hspace{1cm} \text{(75)}$$

Eq. 72 and Eq. 73 can now be written as

$$\Gamma_t = - \frac{U^2}{\beta^2} \sum_{\nu_1 \nu_2} \left[ \chi_{↑↑}^{\nu_1 \nu_2 (\omega - \nu')} + \chi_{↑↑}^{\nu_1 \nu_2 (\nu' - \nu)} \right]$$  \hspace{1cm} \text{(76)}$$

$$\Gamma_s = 2U - 2 \frac{U^2}{\beta^2} \sum_{\nu_1 \nu_2} \left( \chi_{↑↑}^{\nu_1 \nu_2 (\omega - \nu')} - \chi_{↑↑}^{\nu_1 \nu_2 (\nu' - \nu)} + \chi_{↑↑}^{\nu_1 \nu_2 (\nu' - \nu)} - \Gamma_t \right)$$  \hspace{1cm} \text{(77)}$$

which allows for numerical calculation in ph notation only.

3.3 Numerical calculation of the asymptotic $\Gamma_{\text{asympt}}$ using exact diagonalization

In the previous sections, we derived equations for $\Gamma_{\text{dmst,asympt}}$ in terms of generalized susceptibilities $\chi_{σσ'}^{\nu ν'}$. We have shown that for $\Gamma_{\text{dmst,asympt}}$ we only
have to deal with effective one-particle functions instead of the general three-frequency function $\chi^{\nu\nu'}_{\sigma\sigma'}$. We will explicitly discuss this one-frequency dependence by using the definition of $\chi^{\nu\nu'}_{\sigma\sigma'}$ (Eq. 12 for the ph and Eq. 13 for pp notation). The last step will be the numerical calculation of $\Gamma_{dmst,asympt}$ employing a standard ED (exact diagonalization) program. We will now calculate each part of $\Gamma_{dmst}$ (Eq. 50, 51, 76, 77) separately.

3.3.1 Explicit calculation of $\sum_{\nu_1\nu_2} \chi^{\nu_1\nu_2}_{\sigma\sigma'}(\nu'-\nu)$

Inserting the definition of $\chi^{\nu\nu'}_{\sigma\sigma'}$ (Eq. 12) leads to

$$\sum_{\nu_1\nu_2} \chi^{\nu_1\nu_2}_{\sigma\sigma'}(\nu'-\nu) = \sum_{\nu_1\nu_2} \int_0^\beta d\tau_1 d\tau_2 d\tau_3 e^{-i\nu_1(\tau_1-\tau_2)}$$

$$e^{-i\nu_2\tau_3} e^{i(\nu'-\nu)\tau_2} e^{-i(\nu'-\nu)\tau_3} \chi_{\sigma\sigma'}(\tau_1,\tau_2,\tau_3)$$

with

$$\chi_{\sigma\sigma'}(\tau_1,\tau_2,\tau_3) := <T(\hat{c}^\dagger_\sigma(\tau_1)\hat{c}_\sigma(\tau_2)\hat{c}^\dagger_\sigma'(\tau_3)\hat{c}_\sigma'(\tau_3))>$$

We can now interchange the summation and integration and use the following identity for summation over Matsubara frequencies:

$$\sum_\nu e^{-i\nu\tau} = \beta \delta(\tau).$$

Inserting Eq. 80 into Eq. 78 and performing the summations over $\nu_1$ and $\nu_2$ we get

$$\sum_{\nu_1\nu_2} \chi^{\nu_1\nu_2}_{\sigma\sigma'}(\nu'-\nu) = \beta^2 \int_0^\beta d\tau e^{i(\nu'-\nu)} \chi_{\sigma\sigma'}(\tau,\tau,0)$$

where $\tau_1 \rightarrow \tau$, $\tau_1 = \tau_2$ and $\tau_3 = 0$. Now there is only one time-integration left with a bosonic frequency $(\nu' - \nu)$ in the exponential. Since in this work, we will calculate Eq. 81 numerically employing a ED solver, we have to introduce a representation in terms of of the matrix elements of $\chi_{\sigma\sigma'}(\tau,\tau,0)$ which is known as Lehmann-Representation [45]. It is the representation of correlation functions of a many-body problems in terms of a complete set $|n>$ of eigenstates of the full many-particle Hamiltonian. Since $\chi_{\sigma\sigma'}(\tau,\tau,0)$ contains a matrix element of a two-particle propagator and a product of two one-particle propagators, we will discuss them separately. We start with the matrix element of the two-particle propagator, which we call $A$

$$A = <T(\hat{c}^\dagger_\sigma(\tau)\hat{c}_\sigma(\tau)\hat{c}^\dagger_{\sigma'}(\tau_3)\hat{c}_{\sigma'}(\tau_3))>$$

Since the integration in Eq. 81 is on the positive time-interval $[0,\beta]$, the operators are already arranged in the correct time-order. In the next step, we insert
a complete set of eigenstates \{ |n > \} of the full Hamiltonian and use the finite temperature expression of the expectation value < ... >

\[ A = \frac{1}{Z} \sum_{i,n} < i | e^{-\beta H} (\hat{c}_\sigma(\tau)^\dagger \hat{c}_\sigma(\tau)) | n > < n | \hat{c}_\sigma^\dagger \hat{c}_\sigma' | i > \]  

(83)

inserting the Heisenberg picture of the operators \( \hat{c} \) and \( \hat{c}^\dagger \) leads to

\[ A = \frac{1}{Z} \sum_{i,n} e^{-\beta E_i} e^{-E_{\tau}} \delta n < i | \hat{c}_\sigma^\dagger \hat{c}_\sigma | n > < n | \hat{c}_\sigma^\dagger \hat{c}_\sigma' | i > . \]

(84)

We now insert Eq. 84 into Eq. 81 and integrate over \([0, \beta]\) for \( \nu' \neq \nu \) and \( E_i \neq E_n \), the integration is straightforward and lead to

\[ \beta^2 \int_0^\beta d\tau e^{i(\nu' - \nu) A} = \frac{\beta^2}{Z} \sum_{i,n} e^{-\beta E_i} e^{-E_{\nu'}} \delta n < i | (\hat{c}_\sigma^\dagger \hat{c}_\sigma) | n > < n | \hat{c}_\sigma^\dagger \hat{c}_\sigma' | i > > e^{-E_n \beta} \]

(85)

We note that Eq. 85 contains singularities within the integration interval. At the pole \( \nu' = \nu \land E_i = E_n \) however these can be easily resolved by means of the L'Hospital rule:

\[ \beta^2 \int_0^\beta d\tau e^{i(\nu' - \nu) A} = \frac{\beta^2}{Z} \sum_{i,n} e^{-\beta E_i} e^{-E_{\nu'}} \delta n < i | (\hat{c}_\sigma^\dagger \hat{c}_\sigma) | n > < n | \hat{c}_\sigma^\dagger \hat{c}_\sigma' | i > > e^{-E_n \beta} \]

(86)

We now discuss the second part of \( \chi_{\sigma\sigma'}(\tau, \tau, 0) \), which we call B

\[ B = < \hat{c}_\sigma^\dagger(\tau) \hat{c}_\sigma(\tau) > < \hat{c}_\sigma'^\dagger(\tau) \hat{c}_\sigma'(\tau) > \]

(87)

The evaluation of B is much simpler since we do not have to insert a complete basis set and therefore can directly express Eq. 88 as

\[ B = \frac{1}{Z^2} \sum_{i,j} < i | e^{-\beta H} \hat{c}_\sigma(\tau)^\dagger \hat{c}_\sigma(\tau) | i > < j | e^{-\beta H} \hat{c}_\sigma'^\dagger \hat{c}_\sigma' | j > \]

(88)

which then gives

\[ B = \frac{1}{Z^2} \sum_{i,j} e^{-\beta E_i} e^{-\beta E_j} < i | \hat{c}_\sigma^\dagger \hat{c}_\sigma | i > < j | \hat{c}_\sigma'^\dagger \hat{c}_\sigma' | j > \]

(89)

We now insert Eq. 89 again into Eq. 81 and integrate over \([0, \beta]\)

\[ \beta^2 \int_0^\beta d\tau e^{i(\nu' - \nu) B} = \frac{\beta^2}{Z^2} \frac{1}{i(\nu' - \nu)} (e^{i(\nu' - \nu) \beta} - 1) \]

\[ \sum_{i,j} e^{-\beta E_i} e^{-\beta E_j} < i | \hat{c}_\sigma^\dagger \hat{c}_\sigma | i > < j | \hat{c}_\sigma'^\dagger \hat{c}_\sigma' | j > \]

(90)

For \( \nu' \neq \nu \) Eq. 90 gives 0 since

\[ e^{i(\nu' - \nu) \beta} - 1 = e^{\frac{2\pi \nu' \beta}{\beta}} - 1 = 0. \]

(91)
For $\nu' = \nu$ the integration is trivial and leads to

$$
\beta^2 \int_0^\beta d\tau B = \frac{\beta^3}{Z^2} \sum_{i,j} e^{-\beta E_i} e^{-\beta E_j} <i|\hat{c}_\sigma^\dagger \hat{c}_\sigma|i> <j|\hat{c}_{\sigma'}^\dagger \hat{c}_{\sigma'}|j> \quad (92)
$$

Eq. 85, Eq. 86 and Eq. 90, Eq. 92 are now the expectation values which we can easily be evaluated by using an ED-solver. In fact, contrary to the general case of a two-particle Green’s function, here we have only matrix elements of density operators, which allows for significant speed-up when using the ED-solver.

### 3.3.2 Explicit calculation of $\sum_{\nu_1\nu_2} \chi_{\nu_1\nu_2}^{\nu_2\nu_1}(\nu + \nu' + \nu + \nu')$

Inserting the definition of $\chi_{\sigma\sigma'}^{\nu\nu'}$ (Eq. 12) leads to

$$
\sum_{\nu_1\nu_2} \chi_{\nu_1\nu_2}^{\nu_2\nu_1}(\nu - \nu_2 + \nu + \nu') = \sum_{\nu_1\nu_2} \int_0^\beta d\tau_1 d\tau_2 d\tau_3 e^{-i\nu_1 \tau_1} e^{-i\nu_2 \tau_2} e^{-i(\nu_2 + \nu + \nu') \tau_3} \chi_{\nu_1\nu_2}(\tau_1, \tau_2, \tau_3) 
$$

with

$$
\chi_{\nu_1\nu_2}(\tau_1, \tau_2, \tau_3) := <T(\hat{c}_{\tau_1}^\dagger (\tau_1) \hat{c}_{\tau_2}^\dagger (\tau_2) \hat{c}_{\tau_3}^\dagger (\tau_3) \hat{c}_{\tau_1} )> - <T(\hat{c}_{\tau_1}^\dagger (\tau_1) \hat{c}_{\tau_2} (\tau_2))> <T(\hat{c}_{\tau_3}^\dagger (\tau_3) \hat{c}_{\tau_1} (\tau_1))>. \quad (94)
$$

For the first part of Eq. 93, we can rewrite the exponential functions and use the identity Eq. 80 for summation over Matsubara frequencies.

$A := \sum_{\nu_1\nu_2} \int_0^\beta d\tau_1 d\tau_2 d\tau_3 e^{-i\nu_1 \tau_1} e^{-i(\nu_2 + \nu + \nu') \tau_2} e^{-i(\nu_1 + \nu + \nu') \tau_3} <...>

= \int_0^\beta d\tau_1 d\tau_2 d\tau_3 \sum_{\nu_1} \sum_{\nu_2} e^{-i\nu_1 \tau_1} \sum_{\nu_2} e^{-i\nu_2 \tau_2} e^{i(\nu + \nu') \tau_3} <...>

= Eq.(80) \beta^2 \int_0^\beta d\tau e^{-i\tau (\nu + \nu')} <T(\hat{c}_{\tau_1}^\dagger (\tau) \hat{c}_0^\dagger (\tau) \hat{c}_0 (\tau))>

(95)

For the second part of Eq. 93, due to the periodicity of the Matsubara Green’s function, we can perform the transformation $\tau_1 \rightarrow \tau_1 + \tau_2$.

$B := -\sum_{\nu_1\nu_2} \int_0^\beta d\tau_1 d\tau_2 d\tau_3 e^{-i\nu_1 \tau_1} e^{-i(\nu_2 + \nu + \nu') \tau_2} e^{-i(\nu_1 + \nu + \nu') \tau_3} <..><..>

= -\sum_{\nu_1\nu_2} \int_0^\beta d\tau_1 d\tau_3 e^{-i\nu_1 \tau_1} e^{-i(\nu_1 + \nu + \nu') \tau_3} \left( \int_0^\beta d\tau_2 e^{i(\nu_2 - \nu_2 + \nu + \nu') \tau_2} <..><..> \right)

(96)$

This transformation does not affect the integration limits. For further details see Appendix of Ref. [40]
Performing the integration over $\tau_2$ leads to

\[
B = - \sum_{\nu_1 \nu_2} \int_0^\beta d\tau_1 d\tau_3 e^{-i\nu_1 \tau_1} e^{i(\nu_2 + \nu' + \omega)\tau_2} e^{-i(\nu_1 + \nu' + \omega)\tau_3} \langle .. || .. \rangle
\]

\[
= - \sum_{\nu_1 \nu_2} \int_0^\beta d\tau_1 d\tau_3 e^{-i\nu_1 \tau_1} e^{-i(\nu_1 + \nu' + \omega)\tau_3} \times \left( \beta \delta_{(\nu_1 - \nu_2 + \nu' + \omega)} \right) \langle .. || .. \rangle.
\]

(97)

Since Eq. 97 cancels the last term of Eq. 50 and Eq. 51, we only have to calculate Eq. 95 explicitly.

We first perform the transformation $\tau \to \beta - \tau$ which leads to

\[
A = \beta^2 \int_0^\beta d\tau e^{i\tau(\nu + \nu' + \omega)} < T(\hat{c}_\uparrow(0)\hat{c}_\downarrow(\tau)\hat{c}^\dagger_\uparrow(0)) >.
\]

(98)

Applying the commutation rules for fermionic operators we get

\[
A = -\beta^2 \int_0^\beta d\tau e^{i\tau(\nu + \nu' + \omega)} < T(\hat{c}_\uparrow(\tau)\hat{c}_\downarrow(\tau)\hat{c}^\dagger_\uparrow(0)) >.
\]

(99)

Inserting a full basis set $\{|j>><j|\}$ and using the definition of a finite temperature expectation value yields to the Lehmann-Representation of Eq. 100

\[
A = -\frac{\beta^2}{Z} \sum_{i,j} \int_0^\beta d\tau e^{i\tau(\nu + \nu' + \omega)} < i|e^{-\beta H} \hat{c}_\uparrow(\tau)\hat{c}_\downarrow(\tau)\hat{c}^\dagger_\uparrow(0)\hat{c}^\dagger_\downarrow(0)|i>.
\]

(100)

Since $\tau > 0$, the time ordering operator has no effect on the order of the operators and we can directly evaluate the matrix elements of Eq. (100)

\[
A = -\frac{\beta^2}{Z} \sum_{i,j} \int_0^\beta d\tau e^{i\tau(\nu + \nu' + \omega)} e^{-\beta E_i} e^{\tau E_i} e^{-\tau E_j} < i|\hat{c}_\uparrow|j> < j|\hat{c}^\dagger_\uparrow\hat{c}^\dagger_\downarrow|i>.
\]

(101)

Performing the time integration, we finally get

\[
A = -\frac{\beta^2}{Z} \sum_{i,j} < i|\hat{c}_\uparrow|j> < j|\hat{c}^\dagger_\uparrow\hat{c}^\dagger_\downarrow|i> \times \left( e^{-\beta E_j} - e^{-\beta E_i} \right).
\]

(102)

As before, at the pole $(\nu + \nu' + \omega = 0 \land E_i = E_j)$, we have to apply L’Hospital’s rule which yields to

\[
A \overset{E_i = E_j}{=} -\frac{\beta^3}{Z} \sum_{i,j} < i|\hat{c}_\uparrow|j> < j|\hat{c}^\dagger_\uparrow\hat{c}^\dagger_\downarrow|i> \times e^{-\beta E_i}.
\]

(103)

This way, Eq. 102 and Eq. 103 can now be solved by using a standard ED-Solver.
3.4 Downfolding procedure

Separation of low and high frequency parts of a given problem is common in theoretical physics. Also for some numerical solvers of DMFT (see Ref. [46]), such separation is used for the calculation of the self-energy: the numerical solution of the Dyson equation at low-frequencies is augmented by a high-frequency asymptotic expansion obtained from the lowest moments of the spectral function. As for the calculation of the irreducible vertex functions $\Gamma$, we can proceed in a similar way as in the DMFT-practice, but of course working at the level of the Bethe-Salpeter equation instead of the Dyson equation. We will now consider explicitly the Bethe-Salpeter equations for the four different channels (d,m,s,t) and use the high-frequency expansion in order to reduce the computational effort for the inversion of the equations. Following the derivation by Jan Kuneš [33], we will end up with an equation, where $\Gamma$ can be obtained by inverting the Bethe-Salpeter equation truncated to the low-frequency regime plus a correction term including the high-frequency asymptotic $\Gamma$’s.

We will write down a general Bethe-Salpeter equation for channels (d,m) in terms of matrices as following:

$$\chi = \chi_0 - \frac{1}{\beta^2} \chi_0 \times \Gamma \times \chi \quad \text{(104)}$$

The matrices $\chi, \chi_0$ and $\Gamma$ are arranged in sectors of small-($\nu, \nu'$) and large-($\nu, \nu'$) denoted by indices 0,1. E.g., the sector (0,1) of the matrix $\Gamma$ is a sector with small $\nu$ and large $\nu'$ indices of $\Gamma_{\nu\nu'\omega}$. For the moment, we do not specify how the border between the low and high frequency subspaces have to be chosen. This will be discussed in the next chapter. Using the above mentioned notation, equation Eq. (104) can be written as

$$
\begin{bmatrix}
A_{00} & A_{01} \\
A_{10} & A_{11}
\end{bmatrix}
= \begin{bmatrix}
B_{00} & 0 \\
0 & B_{11}
\end{bmatrix}
- \frac{1}{\beta^2} \begin{bmatrix}
B_{00} & 0 \\
0 & B_{11}
\end{bmatrix}
\begin{bmatrix}
\Gamma_{00} & \Gamma_{01} \\
\Gamma_{10} & \Gamma_{11}
\end{bmatrix}
\begin{bmatrix}
A_{00} & A_{01} \\
A_{10} & A_{11}
\end{bmatrix}
\quad \text{(105)}
$$

where $A = \chi$ and $B = \chi_0$ for an easier reading. We now want to express $\Gamma_{00}$ in terms of $A_{00}, B, \Gamma_{01}, \Gamma_{10}, \Gamma_{11}$ and we will use the results of the asymptotic of $\Gamma$ for the latter three. Algebraic manipulations of equation Eq. (105) lead to

$$\Gamma_{00} = \beta^2 \left( [\Gamma_{01} A_{10} + \mathbb{1}] A_{00}^{-1} - B_{00}^{-1} \right) \quad \text{(106)}$$

with $A_{10}$ being

$$A_{10} = -\frac{1}{\beta^2} \left( \mathbb{1} + \frac{1}{\beta^2} \Gamma_{11} \right)^{-1} (B_{11} \Gamma_{10} A_{00}) \quad \text{(107)}$$

Inserting Eq. (107) into Eq. (106) and switching to $\chi = A$ and $\chi_0 = B$ finally leads to
\( \Gamma_{00} = \beta^2 \left[ \chi_{00}^{-1} - \chi_{0(00)}^{-1} - \frac{1}{\beta^2} \Gamma_{01} \left[ 1 + \frac{1}{\beta^2} \Gamma_{11} \right]^{-1} \chi_{0(11)} \Gamma_{10} \right]. \) (108)

The last term of equation Eq.(108) can be interpreted as a correction to the inversion of the truncated Bethe-Salpeter equation in the low-frequency subspace \((\beta^2[\chi_{00}^{-1} - \chi_{0,00}^{-1}])\). For the remaining channels \((s,t)\), we follow the same algebraic manipulation steps as for the \((d,m)\) channels but now starting with a different Bethe-Salpeter equation. In fact, for the triplet channel, the Bethe-Salpeter equation can be written as

\[
\chi_t^{pp} = \chi_{0,pp} + \frac{1}{\beta^2} \left( \chi_{0,pp} + \chi_{pp} \right) \times \Gamma_{pp} \times \chi_{0,pp}.
\] (109)

If now we move to new variables \(A = \chi_{pp} + \chi_{0,pp}\) and \(B = \chi_{0,pp}\), Equation Eq. (109) can be written as

\[
A = 2B - \frac{1}{\beta^2} A \times \Gamma_{pp} \times B.
\] (110)

After algebraic manipulation of equation Eq. (110), we can again write down an equation for the low-frequency sector \(\Gamma_{pp,00}\) as an inversion of a truncated Bethe-Salpeter equation plus a correction term

\[
\Gamma_{pp,00} = 4\beta^2 A_{00}^{-1} - 2\beta^2 B_{00}^{-1} - \frac{1}{\beta^2} \Gamma_{pp,01} B_{11} \left[ 1 + \frac{1}{\beta^2} \Gamma_{pp,11} B_{11} \right]^{-1} \Gamma_{pp,10}.
\] (111)

For better reading, we have kept here the notation \(A = (\chi_{pp} + \chi_{0,pp}), B = \chi_{0,pp}\).

The Bethe-Salpeter equation for the singlet channel can be written as

\[
\chi_s^{pp} = -\chi_{0,pp} + \frac{1}{\beta^2} \left( \chi_{0,pp} - \chi_{pp} \right) \times \Gamma_{pp} \times \chi_{0,pp}.
\] (112)

We will move to new variables \(A = (\chi_{pp} - \chi_{0,pp})\) and \(B = \chi_{0,pp}\) and write down equation Eq.(112) as

\[
A = -2B + \frac{1}{\beta^2} A \times \Gamma_{pp} \times B.
\] (113)

After algebraic manipulation of equation Eq. (113), we can again write down an equation for the low-frequency sector \(\Gamma_{pp,00}\) as an inversion of a truncated Bethe-Salpeter equation plus a correction term

\[
\Gamma_{pp,00} = 4\beta^2 A_{00}^{-1} + 2\beta^2 B_{00}^{-1} - \frac{1}{\beta^2} \Gamma_{pp,01} B_{11} \left[ 1 - \frac{1}{\beta^2} \Gamma_{pp,11} B_{11} \right]^{-1} \Gamma_{pp,10}.
\] (114)

These equations complete the analytical derivations we need to extend the work of Jan Kuneš [33] to the particle-particle channel as well as to the \(\omega \neq 0\) case. As we will see by discussing our numerical results in the next chapter, the value of the (bosonic) transfer frequency \(\omega\) plays an important role for a correct determination of a "low-frequency" subspace in actual calculations.
4 Numerical Results

In this chapter, the analytic expressions for $\Gamma_{\text{dmst,asymp}}$ derived in the previous chapter are exploited for a numerical determination of the DMFT vertex functions of the half filled Hubbard model, especially in the most interesting regime of the Mott-Hubbard Metal-to-Insulator transition (MIT). The chapter is divided into three parts. I will start with a short discussion of the Mott Metal-Insulator transition (MIT) and its influence on dynamical response functions. In the second part, numerical results for the vertex functions are presented and used to identify the hallmarks of the MIT within their frequency structures. In the last part, I will compare vertex functions, calculated via an inversion on a large frequency interval (320 fermionic frequencies), with the corresponding vertex functions, calculated by using only a small frequency interval (40-80 fermionic frequencies) plus a correction term, derived from the high-frequency asymptotic behavior. The results demonstrate the applicability of such procedure in all channels. Furthermore, comparing the numerically calculated vertex functions with the purely asymptotic high frequency vertex function has been helpful for determining the minimal frequency interval, required for numerical inversion.

4.1 Physics of the Mott Metal-to-Insulator transition

The most important approach for describing the electronic properties of materials is based on electronic band theory. There exist numerous approximations, like the nearly free electron approximation or the tight binding model [47–49], which cover many aspects of the band structure of different materials. According to band theory, the electronic conductivity of materials is determined by the number of electrons per unit cell. If materials consist of a lattice of atoms, each with an outer shell of electrons which freely dissociate from their parent atoms and travel through the lattice, they are predicted as conductors by standard band theories. However, in 1937 de Boer and Verwey [50] pointed out that a variety of transition metal oxides, predicted to be conductors by band theory, are insulators. This problem had occurred because standard band theory treats the electron-electron interactions only rudimentarily, which is a good approximation for most of the metals but gets worse or even fails for a variety of other materials such as transition metal oxides. An explanation for this "anomaly" was first given by Nevill Mott and Rudolf Peierls [51]. They suggested that the electron-electron interaction (correlation effects) are the main reason for the metal to insulator transition within the transition metal oxides. Although the physical picture is very intuitive, non-perturbative and computational calculations of the correlation effects, and hence, of the metal-insulator transition (MIT) were not possible until the development of DMFT. Since a detailed explanation of the MIT can be found in the literature (e.g. [18,37,51]), we will concentrate here on the effects of the MIT on the vertex functions and susceptibilities.
4.2 Mott transition and Vertex Functions

4.2.1 The MIT in the susceptibilities

The MIT can be understood as the suppression of electron mobility in a partially filled system and the consequent formation of a long-living local moment due to correlation effects. At the one-particle level, the MIT is characterized by a divergence of the self energy $\Sigma(\omega)$ at $\omega = 0$, which suppresses the electronic spectral weight at the Fermi level while at the two-particle level, the MIT becomes manifest in the $\frac{1}{T}$ divergence of the local magnetic susceptibility $\chi_m(\omega = 0)$. In the SU(2)-symmetric case the magnetic susceptibility in $\tau-$space is given for $\tau > 0$ by

$$\chi_m(\tau) = \langle \hat{S}_z(\tau) \hat{S}_z \rangle$$

(115)

with

$$\hat{S}_z(\tau) = \frac{1}{2}(\hat{n}_\uparrow(\tau) - \hat{n}_\downarrow(\tau))$$

(116)

being the spin operator in z-direction. Hence, we can express $\chi_m(\tau)$ as

$$\chi_m(\tau) = \frac{1}{2}(\langle \hat{n}_\uparrow(\tau) \hat{n}_\uparrow > - \langle \hat{n}_\uparrow(\tau) \hat{n}_\downarrow > \rangle$$

(117)

If we consider the regime of weak interactions ($U < U_{crit}$), where $U_{crit}$ is the $U$ at the Mott transition point, $\chi_m$ quickly decays in $\tau$ due to temporal fluctuations of the local spin due to the high electron mobility in the metallic regime, whereas in the limit of strong interaction ($U > U_{crit}$), all local spin correlations are strongly enhanced, resulting in a huge magnetic response function $\chi_m$. In particular for $U > U_{crit}$ when the electron mobility is (almost totally) suppressed, $\chi_m(\tau)$ becomes an almost constant function in $\tau$. In frequency space, this corresponds to a Curie-Weiss $\frac{1}{T}$ divergence of $\chi_m(\omega)$ at zero Matsubara frequency $\omega = 0$. In Fig. 30 and Fig. 31, we have plotted $\chi_d(\omega = 0)$, $\chi_m(\omega = 0)$ and $\chi_{pp}(\omega = 0)$ for $\beta = 26.0$ and $\beta = 50.0$ respectively. For both values of $\beta$, we observe a strong enhancement of $\chi_m(\omega = 0)$ at the MIT, reaching a plateau in the Mott insulating phase. However, this plateau is proportional to $\beta$, i.e. proportional to $\frac{1}{T}$. In contrast to $\beta = 50.0$, the behavior of $\chi_m(\omega = 0)$ is rather smooth for $\beta = 26.0$. This is consistent with the phase diagram of the Hubbard model, where at $T > T_c$ the MIT changes to a smooth crossover, while for $T < T_c$ we observe a first order phase transition. $T_c$ is the lower tip of a crossover region where, in DMFT, a smooth and continuous change of the physical properties is found by increasing $U$. Note that this situation closely resembles the well-known one of the liquid-gas transition.
Figure 30: Visualization of the metal-insulator transition (MIT) in the two
particle response functions $\chi_{d,m,pp}(\omega = 0)$ as function of $U$ for $\beta = 26.0$.

Figure 31: Same plot of the Metall-Insulator transition (MIT) in the two particle
response functions $\chi_{d,m,pp}(\omega = 0)$ as function of $U$ but now for $\beta = 50.0$. In
comparison to $\beta = 26.0$ one observes a stronger divergence of the magnetic
susceptibility due to the lower temperature compared to Fig. 30.

While $\chi_{m}$ diverges at the MIT, local density and particle-particle fluctuations and hence, $\chi_{d}$ and $\chi_{pp}$ are strongly suppressed. The considerations are similar for both response functions, hence we will focus on $\chi_{d}$ only, which is given by

$$\chi_{d}(\tau) = 2(<\hat{n}_{\uparrow}(\tau)\hat{n}_{\uparrow}> + <\hat{n}_{\downarrow}(\tau)\hat{n}_{\downarrow}> - 2 <\hat{n}_{\uparrow}(\tau)><\hat{n}_{\downarrow}>).$$ (118)

For $U < U_{\text{crit}}$ at $\tau = 0$, we observe a rather large value for $\chi_{d}(\tau = 0)$ due to a high electron mobility\footnote{For $\tau = 0$ and $U = 0$ one can calculate Eq.118 analytically and gets $\chi_{d}(\tau = 0) = \frac{1}{2}$ for $U = 0$, while $\chi_{d}(\omega = 0) \approx N(\epsilon = \epsilon_{F})$}. In the opposite limit, for $U > U_{\text{crit}}$ the onsite Coulomb repulsion is the dominating energy scale, thus suppressing, as we already mentioned, electron mobility. Hence, the local density response of the system on an additional chemical potential will become very small. As can be seen in Fig. 30 and Fig. 31, $\chi_{d}(\omega = 0)$ can be roughly estimated as $N(\epsilon = \epsilon_{F}) \approx \frac{1}{2}$ at $U = 0$ whereas for $U > U_{\text{crit}}$ we observe a smooth disappearance of $\chi_{d}$ for $T \gg T_{\text{crit}}$.
and a first order phase transition for $T \ll T_{\text{crit}}$.

As for the remaining susceptibility, $\chi_{pp}$, one observes a very interesting phenomenon. $\chi_d$ and $\chi_{pp}$ perfectly coincide (Figs. 30, 31). This happens because, at half-filling, there exist an additional symmetry in the Hubbard model as well as in its associated AIM in DMFT called particle-hole symmetry. While for a detailed discussion we refer to the literature [40, 52], here we will give just a short explanation of this special symmetry:

At half filling, one can make use of a (partial) particle-hole transformation in order to map the repulsive ($U > 0$) onto the attractive ($U < 0$) Hubbard model [53]. By means of such a transformation the $x-$ and $y-$components of the Spin $S$ are mapped on a local cooper-pair density ($c_\uparrow c_\downarrow$), which is connected to $\chi_{pp}$, and its $z-$component to the charge density ($n_\uparrow$), which corresponds to $\chi_d$ [54]. For SU(2) symmetry, all three spin components are degenerate, which also holds for the quantities on which they are mapped. Hence, one gets the result, that local charge-fluctuations, referring to $\chi_d$ and local particle-fluctuations, referring to $\chi_{pp}$, coincide, which is verified numerically in Figs. 30 and 31.

4.2.2 The MIT in the asymptotical irreducible vertex functions

In Chap. 3, we were able to express the asymptotics of the irreducible vertex functions $\Gamma_{\text{dmst}}$ solely by using the physical susceptibilities $\chi_{m,d,pp}$. Hence one expects to observe hallmarks of the MIT also in the high-frequency behavior of these vertex functions. In fact, our calculations confirm this expectation. For instance, if we consider the asymptotics of, e.g., the irreducible vertex function $\Gamma_d$ (see Eq. 50 in Chap. 3):

$$
\Gamma_{d, \text{asympt}} = U + \frac{U^2}{\beta^2} \sum_{\nu_1 \nu_2} [2\chi_{\uparrow\uparrow}^{\nu_1 \nu_2}(\nu' - \nu) - \chi_{\downarrow\downarrow}^{\nu_1 \nu_2}(\nu' - \nu) - (\chi_{\uparrow\downarrow}^{\nu_1 \nu_2}(-\nu_1 - \nu_2 + \nu + \nu') + \beta G(\nu_1)G(-\nu_1 + \nu + \nu' + \omega) \delta(-\nu_1 - \nu_2 + \nu + \nu' + \omega, 0)]]
$$

$$
= U + 2U^2 \chi_{1\uparrow}(\nu' - \nu) - U^2 \chi_{1\downarrow}(\nu' - \nu) - U^2 \chi_{pp}(\nu + \nu' + \omega),
$$

(119)

one can easily identify the main contributions alongside $\nu' - \nu = \text{const}$ and $\nu + \nu' + \omega = \text{const}$ assuming a maximum for $\nu' - \nu = 0$ and $\nu + \nu' + \omega = 0$. Considering Eq. 21 (Sec. 2.2), we are able to express the first two terms of the sum as linear combination of $\chi_d$ and $\chi_m$

$$
2\chi_{1\uparrow}(\nu - \nu') - \chi_{1\downarrow}(\nu - \nu') = \frac{3}{2} \chi_m(\nu - \nu') + \frac{1}{2} \chi_d(\nu - \nu').
$$

(120)

Hence, the enhancement of $\chi_m(0)$ at the MIT will be visible in the main diagonal ($\nu = \nu'$) of the vertex functions. This can be indeed observed in Fig. 32. The main diagonal (red colored), showing the contribution of Eq. 120 to $\Gamma_d$ (Eq. 119) becomes actually strongly enhanced with increasing $U$ (approaching the MIT).
Figure 32: Layered density plot of $\Gamma_{\nu\nu'}(\omega=0)$ as function of $\nu, \nu'$ for different $U$. Approaching the MIT leads to a strong enhancement of the main diagonal (red colored), which corresponds to a strong enhancement of the $\chi_m(0)$ contribution to $\Gamma_{d,\text{asympt}}$ in Eq. 119 (Note the changes in the color scale for increasing $U$).

The evaluation of the sum over the last two terms of Eq. 119 leads to an expectation value

$$\int_0^\beta d\tau e^{i\omega\tau} < T(c_1(\tau)c_1(\tau)c_1(\tau)\uparrow c_\uparrow) >= \chi_{\nu\nu'}(\omega),$$

which can be interpreted as a (local) cooper-pair response function and accounts for the secondary diagonal structure in Fig. 32. As one can observe, with increasing $U$, the secondary diagonal structure almost vanishes above the MIT ($U_{\text{crit}} \approx 2.4$), indeed perfectly matching the behavior of the susceptibility $\chi_{\nu\nu'}(\omega = 0)$ in Figs. 30 and 31. For the analysis of the asymptotics of the remaining irreducible vertex functions $\Gamma_{mst}$, we can proceed in a similar way as for $\Gamma_d$. One can see, for instance, for $\Gamma_m$

$$\Gamma_{m,\text{asympt}} = -U + \frac{U^2}{\beta^2} \sum_{\nu_1\nu_2} \chi_{\nu_1\nu_2}(\nu' - \nu) + \chi_{\nu_1\nu_2}(\nu_1 - \nu_2 + \nu + \nu' + \omega)$$

$$+ \beta G(\nu_1)G(-\nu_1 + \nu + \nu' + \omega) \delta(-\nu_1 - \nu_2 + \nu + \nu' + \omega) \delta(\nu_1 - \nu_2 + \nu + \nu' + \omega)]^0,$$

37
that the first term of the sum can be interpreted as linear combination of $\chi_d$ and $\chi_m$ as

$$\chi_{\uparrow\downarrow}(\nu - \nu') = \frac{1}{2} \chi_d(\nu - \nu') - \frac{1}{2} \chi_m(\nu - \nu').$$

(123)

It accounts for the main diagonal of $\Gamma_m$ and diverges at $\nu = \nu'$ due to the $(\frac{1}{T})$ divergence of $\chi_m(0)$ when approaching the MIT. As for $\Gamma_d$, the remaining terms of the sum in Eq. 122 are contributing to the secondary diagonal of $\Gamma_m$. In Fig. 33, one indeed observes a strong enhancement of the main diagonal (blue colored) with increasing $U$. As for $\Gamma_d$, the secondary diagonal almost vanishes above the MIT, which we have also found in $\chi_{pp}$ in Figs. 30 and 31. The main diagonal of $\Gamma_d$ (Fig.32) and $\Gamma_m$ (Fig.33) have opposite sign, which comes from the different sign, with which $\chi_m(\nu - \nu')$ enters in $\Gamma_d$ and $\Gamma_m$.

Figure 33: Layered density plot of $\Gamma_{\nu\nu'}^{\text{asympt}}(\omega=0)$ as function of $\nu, \nu'$ for different values of $U$. Approaching the MIT leads to a strong enhancement of the main diagonal (blue colored), which corresponds to a strong enhancement of the $\chi_m$ contribution to $\Gamma_{\nu\nu'}^{\text{asympt}}$ in Eq. 122. $\chi_m$ contributes to $\Gamma_{\nu\nu'}^{\text{asympt}}$ with a minus sign (Eq. 123), which renders the corresponding main diagonal structure also negative (in contrast to $\Gamma_d$). Note the changes in the color scale for increasing $U$.
4.2.3 Irreducible vertex functions in the asymptotic high-frequency regime

We will now investigate the asymptotic high frequency part of the irreducible vertex functions along different 1D-paths within the 3D-frequency space and compare it to the irreducible vertex functions, calculated via an inversion on a large frequency interval (320 fermionic frequencies). As we have seen in the previous chapter (Sec. 3), the irreducible vertex is a function of the two fermionic Matsubara frequencies $\nu$ and $\nu'$, and the bosonic matsubara frequency $\omega$. For a better readability of the plots of the vertex function, we will present them as functions of the indices $n, n'$ and $m$ of the Matsubara frequencies, instead of the Matsubara frequencies themselves$^5$

The frequency structure of $\Gamma$ is presented in Fig. 34 for $\omega = 0$ and in Fig. 35 for $\omega = 20$ ($U = 1.00$ and $\beta = 26.0$) as a density plot in the $\nu\nu'$-plane. In the asymptotic regime of the irreducible particle-hole vertex (Fig. 34, upper panels), the main structures of the vertex originate from diagrams, which are constant along $\nu - \nu' = \text{const}$ and $\nu + \nu' + \omega = \text{const}$ with a maximum at $\nu - \nu' = 0$ and $\nu + \nu' + \omega = 0$ (see Eq. 119, 122). As for the particle-particle sector, we have calculated the particle-particle vertex (Fig. 34, lower panel) employing the particle-particle frequency notation, one observes a similar structure as for the particle-hole vertex (a main diagonal and a secondary diagonal). However, the equation for the secondary diagonal within the particle-particle channel is now a function of $\omega - \nu - \nu'$. An increasing $\omega$ leads to a shift of the secondary diagonal in the opposite direction compared to the particle-hole channel (Fig. 35). In Chap. 3 we have also analyzed the contribution of the fully irreducible parts to the asymptotics of the irreducible vertex functions, which we reduce to the constant $U$.$^6$ We can subtract this constant $U$ contribution from the irreducible vertex without losing any relevant information and concentrate on the frequency dependent contributions only. However for the plots along the most significant 1D-paths, we will keep the contribution of the fully irreducible parts to the asymptotics of the irreducible vertex functions in order to better quantify the relative error of the asymptotics and the relative error of the downfolded irreducible vertex functions in comparison to the numerical "exact" vertex functions.

$^5$However, we will nevertheless keep the labels $\nu, \nu'$ and $\omega$ for the Matsubara frequency axes for the sake of a better readability

$^6$\(\Lambda_{\uparrow\downarrow, \text{asympt}} = +U\).

which leads to a constant background in the irreducible vertex functions $\Gamma_{\text{dconst}}$: $\Gamma_{d, \text{const}} = +U, \Gamma_{m, \text{const}} = -U, \Gamma_{s, \text{const}} = +2U, \Gamma_{t, \text{const}} = 0$. 


Figure 34: Density plot of the irreducible vertex functions $\Gamma^{\nu\nu'}(\omega=0)$ for $\beta = 26.0$ and $U = 1.00$. The upper panel showing the density (left) and magnetic (right) channel. The particle-particle channel is shown in the lower panel (triplet channel lower-left and singlet channel lower-right). The background, caused by the bare interaction $U$ has been subtracted.
Figure 35: Densityplot of the irreducible vertex functions in the asymptotical high frequency regime $\Gamma_{\nu\nu'}^{\nu\nu'}(\omega=20)$ for $\beta = 26.0$ and $U = 1.00$. The upper panel showing the density (left) and magnetic (right) channel. The particle channel is shown in the lower panel (singlet channel lower-left and triplet channel lower-right). The background, caused by the bare interaction $U$ has been subtracted.

When using the vertex functions in its asymptotical form as input for the downfolding approach, one has to separate the regions (in the 3D frequency space), where the numerical inversion of the Bethe-Salpeter equations is strictly necessary from the regions, where one can use the asymptotic form of the irreducible vertex functions instead. In order to compare the numerical inversion of the Bethe-Salpeter equations on a large frequency range (320 fermionic frequencies) with the asymptotical form of the irreducible vertex functions, we have chosen the most significant 1D-paths in the $(\nu, \nu')$-space for constant $\omega = 0, 20$, $U = 1.0, 1.5$ and $\beta = 26.0$. It is important to notice that for this comparison, we have chosen generic values for $U$ and $\beta$, where we can show the similarities and discrepancies between the asymptotics and the numerical "exact" vertex functions in all four channels (density, magnetic, singlet, triplet) in the $(\nu, \nu')$-space. However, comparison of the asymptotics with the numerical "exact" vertex functions has to be done over a larger $U$-range prior to implementation into existing computational procedures, which we will discuss in Chap. 5. In Fig. 36, we compare the asymptotical irreducible vertex functions with the irreducible vertex functions, calculated by inverting the Bethe-Salpeter equations on a 320 fermionic frequency range for $U = 1.0$ and $\omega = 0$ along the 1D-path $\nu = 0^7$. Although truncating the inversion after 320 frequencies is still an ap-

\footnote{For better readability and to avoid any confusion, we keep the notation $\nu, \nu'$ but show the numerical results as functions of $n, n'$ and $m$ (see footnote 5).}
proximation to the "exact" inversion procedure, we use this numerical result as basis for the comparison with the asymptotics. As one can see in Fig. 36, the asymptotics almost coincides with the numerical "exact" value already outside a relatively small frequency range of about 40 frequencies (|ν'| > 20) in all four channels. In Fig. 37, we investigate the relative error of the asymptotics along the 1D-path ν = 0 for U = 1.00. At ν' = 20, the largest relative error, appearing in Γ_m, is already below one percent. For the particle-hole channels, this result confirms similar observations by Jan Kuneš [33]. We note that for the triplet channel, the asymptotic approximation almost coincides with the exact value. In Figs. 34 and 35 the main frequency-structures of the irreducible vertex functions are along ν = ν', ω + ν + ν' = const and ω − ν − ν' = const for the particle-hole and particle-particle channels respectively. Therefore we also compare the asymptotic approximation with the exact results along ν = ν'. In Fig. 38 we have plotted this path (ν = ν') for U = 1.0, ω = 0 and β = 26.0. As one can observe, the asymptotics essentially coincides with the numerical "exact" value outside the same small frequency range of about 40 (|ν'| > 20) frequencies.

Figure 36: 1D plot of the irreducible asymptotic vertex functions compared to the irreducible vertex functions calculated for 320 fermionic frequencies, for U = 1.00, β = 26.0 and ω = 0 at ν = 0. The density and magnetic channel are in the upper left and upper right panel respectively. The singlet and triplet channel are in the lower left and right panel. The asymptotically calculated vertex functions are in very good agreement with the vertex functions calculated on a large fermionic frequency interval (320 frequencies) for |ν'| > 20.
Figure 37: 1D plot of the irreducible asymptotic vertex functions compared to the irreducible vertex functions calculated for 320 fermionic frequencies. The plot is showing a 1D-path of $\Gamma_{d_{\text{msst}}}$ along $\nu = 0$ for $U = 1.00$, $\beta = 26.0$, $\omega = 0$ within a small frequency range (between $\nu' = -10$ and $\nu' = -60$). At $\nu = 20$, the largest relative error, appearing in $\Gamma_{m}$ is already below one percent.

If we compare the vertex functions with its asymptotical form along the 1D-path ($\nu = 0, \nu'$) as for $U = 1.0$ (Fig. 36) also for $U = 1.5$ (Fig. 39), we identify the same frequency range ($|\nu'| > 20$), where the asymptotical high frequency irreducible vertex functions coincide with the numerical "exact" vertex functions. Therefore, one can assume a $U$-independent frequency range, where one can safely replace the numerical "exact" vertex by its asymptotical form.

Let us mention another interesting observation when comparing $\Gamma_{d}$ for $U = 1.0$ and $U = 1.5$.
Figure 38: 1D plot of the irreducible asymptotic vertex functions compared to the irreducible vertex functions calculated for 320 fermionic frequencies, for $U = 1.0$, $\beta = 26.0$ and $\omega = 0$ at $\nu = \nu'$. The graphs of the exact vertex functions are completely different in the low-frequency regime. This behavior is consistent with recently discovered low-frequency divergencies in $\Gamma_d$ for $U$-values definitely smaller than $U_{\text{crit}}$ (U at the Mott transition point) [55]. Interestingly, the high-frequency behavior is not affected by this singularity, as one can clearly see by comparing the asymptotic vertex functions for $U = 1.0$ and $U = 1.5$ in Figs. 36 and 39. Let us stress that, though these low frequency divergencies can be considered as precursors of the MIT, they are completely different from the high frequency divergencies along $\nu = \nu'$ of $\Gamma_{\text{dust}}$, discussed in Sec. 4.2.2.
Hitherto, we have only discussed the irreducible vertex functions in their asymptotical form for $\omega = 0$ similarly as what was already done for the particle-hole channel in Ref. [33]. From now on, we will also compare the asymptotics with the numerical ”exact” value for finite $\omega$. In Fig. 40, we have plotted the irreducible vertex functions $\Gamma_{d\text{mst}}$ for $(U = 1.0, \beta = 26.0, \omega = 20, \nu = 0, \nu')$. Two main structures, at $\nu' = 0$ and $\nu' = 20$ for the singlet/triplet channel, and $\nu = -20$ for the density/magnetic channel are obtained. The reason behind this is that the asymptotic vertex functions $\Gamma_{d\text{m,asympt}}$ and $\Gamma_{st\text{,asympt}}$ depend only on $(\nu - \nu')$ and $(\nu + \nu' + \omega)$ (for $\Gamma_{d\text{m,asympt}}$) and $(-\nu - \nu' + \omega)$ (for $\Gamma_{st\text{,asympt}}$) via the susceptibilities $\chi_{d,m}(\nu - \nu')$, $\chi_{d,m}(\omega - \nu - \nu')$ and $\chi_{pp}(\nu + \nu' + \omega)$. As one can see for $(\nu = 0, \nu')$ in Fig. 40 and also $(\nu = \nu')$ in Fig. 41, this affects also the frequency range, where we safely can use the asymptotics instead of the numerical ”exact” vertex. This is now ”shifted” by $\pm \frac{\omega}{2}$ for the density/magnetic and singlet/triplet channel respectively. We observe moreover, that the frequency range, where we still have to invert the Bethe-Salpeter equations numerically, has also to be enlarged w.r.t the case $\omega = 0$. For $\omega = 20$ (e.g. Fig. 41) a frequency range of $(-40 < \nu < 20)$ for the density/magnetic and $(-20 < \nu < 40)$ for the singlet/triplet channel should be sufficient according to Figs. 40 and 41.
This happens because the frequency region, where one has to actually invert the Bethe-Salpeter equations does now contain two main structures: at \( \nu' = 0 \) and \( \nu' = \pm \omega \) for the density/magnetic and singlet/triplet channel respectively. Summing up the observations from Figs. 40 and 41, the frequency-interval where the numerical inversion is mandatory should be defined as:

Inversion-range: \([-Max - \omega, Max]\) (for the density/magnetic channel)
Inversion-range: \([-Max, Max + \omega]\) (for the particle-particle channel),

where Max is the lowest frequency \(|\nu|\), where one can replace the "exact" vertex by its asymptotical form, at \( \omega = 0 \) (in our previous cases Max = 20).

Figure 40: 1D plot of the irreducible asymptotic vertex functions compared to the irreducible vertex functions calculated for 320 fermionic frequencies, for \( U = 1.00, \beta = 26.0 \) and \( \omega = 20 \) at \( \nu = 0 \).
Figure 41: 1D plot of the irreducible asymptotic vertex functions compared to the irreducible vertex functions calculated for 320 fermionic frequencies, for $U = 1.00$, $\beta = 26.0$ and $\omega = 20$ at $\nu = \nu'$.

4.3 Application of the Downfolding procedure

4.3.1 Downfolding for $\omega = 0$

In Sec. 3.4 we have illustrated a method for the calculation of the low frequency part of the irreducible vertex functions $\Gamma$ by inverting a truncated Bethe-Salpeter equation and adding a correction term, which includes the high-frequency asymptotics of the $\Gamma$’s. These treatments extends the work of Jan Kuneš [33] to all channels and bosonic frequencies $\omega \neq 0$. Since the computational effort for calculating the asymptotics of the $\Gamma$’s is much lower than for the inversion of the Bethe-Salpeter equation (or more precisely for the calculation of the generalized susceptibilities $\chi_{\text{dist}}^{\nu \nu'}(\omega)$), we were able to calculate the asymptotics on a significantly larger frequency range (we have calculated the asymptotics on a 1600 frequency range. However, in principle one could also perform the calculation on a much larger frequency range). In the following, we show the applicability of the downfolding by computing the vertex functions in all four channels (d,m,s,t) using the new downfolding algorithm developed in Sec. 3.4 and compare it with the vertex functions calculated from an inversion in a large frequency range (320 frequencies), which we assume to be the exact result. We first discuss the results for the $\omega = 0$ case and will later extend our considerations to the $\omega \neq 0$ case. To compare the results for different inversion ranges, we show 1D plots along different paths within the 2D $(\nu, \nu'; \omega = \text{const})$ frequency space. According to our previous considerations about the asymp-
totics, we choose now the most significant paths, $\nu = 0, \nu = \nu'$ and $\nu = -\nu'$. In Fig. 42, we compare the vertex functions for $U = 1.0$ and $\beta = 26.0$ calculated on a large frequency range (320 freq. red line), with the vertex functions calculated with 40 frequencies for the inversion (green line). While for $\Gamma_t$, the small frequency range for inversion has no significant effect on the vertex function$^8$, the vertex functions in the other channels, calculated on a small frequency range, are different from the numerical ”exact” ones throughout the considered frequency interval (green line). If we now add the correction terms derived in Sec. 3.4 (Eq. 108, Eq. 111 and Eq. 114) to the vertex functions which have been calculated on the smaller frequency interval (40 frequencies), we obtain a significant improvement, with results approaching the numerical ”exact” functions. However, a closer inspection of, e.g., $\Gamma_{density}$ (e.g. for $\nu = \nu'$ in Fig. 43 or $\nu = -\nu'$ in Fig. 44), indicates an overcorrection since the corrected vertex function now lies slightly above the numerical ”exact” value. We will discuss this issue when we describe the limitations and conclusions of the downfolding procedure at the end of this chapter.

---

$^8$This is analog to the atomic limit result in [44] where $\Gamma_{\nu\nu'}(\omega=0)$ was shown to be $\propto (\delta_{\nu\nu'} + \delta_{\nu(-\nu')}$
Figure 43: Comparison of the irreducible vertex functions calculated on a large frequency interval (320 frequencies, red line), to the corresponding vertex function calculated on a small frequency range (40 frequencies, green line) + correction term from the downfolding (blue line). The plot is showing a 1D-path of \( \Gamma_{dmst} \) along \( \nu = \nu' \) for \( U = 1.00, \beta = 26.0, \omega = 0 \). One observes a slight overcorrection of the vertex functions calculated on a drastically truncated frequency range (blue line) compared to the vertex functions calculated on a large frequency interval.
Figure 44: Comparison of the irreducible vertex functions calculated on a large frequency interval (320 frequencies, red line), to the corresponding vertex function calculated on a small frequency range (40 frequencies, green line) + correction term from the downfolding (blue line). The plot is showing a 1D-path of $\Gamma_{d}^{\nu'=-\nu',\omega=0})$ along $\nu=-\nu'$ for $U=1.00, \beta=26.0, \omega=0$. One observes a slight overcorrection of the vertex functions calculated on a drastically truncated frequency range (blue line) compared to the vertex functions calculated on a large frequency interval.

Consistently with the analysis of the previous section, if we increase $U$ (e.g. to $U=1.50$ in Fig. 45), the relative error of the vertex functions calculated on the small frequency interval compared to the vertex functions calculated on the large frequency interval has basically not changed compared to a smaller $U$. At the same time, the size of the frequency interval of the actual inversion of the Bethe-Salpeter equations obviously strongly affects the quality of the results: In Fig. 46 and Fig. 47, we have calculated the irreducible vertex functions on a larger frequency range (80 frequencies). In comparison to the smaller frequency interval of 40 frequencies (Fig. 42 and Fig. 43) one observes a significant enhancement of the non-corrected vertex functions (green line). However, the important finding here is that in both cases, adding the corresponding correction terms (blue line) lead essentially to the same result. This demonstrates the validity of the downfolding procedure.
Figure 45: Comparison of the irreducible vertex functions calculated on a large frequency interval (320 frequencies, red line), to the corresponding vertex function calculated on a small frequency range (40 frequencies, green line) + correction term from the downfolding (blue line). The plot is showing a 1D-path of $\Gamma_{\text{dmst}}$ along $\nu = 0$ for $U = 1.50, \beta = 26.0, \omega = 0$. In comparison to a smaller $U$ (e.g. $U = 1.00$ in Fig. 42), the relative error has not changed.
Figure 46: Comparison of the irreducible vertex functions calculated on a large frequency interval (320 frequencies, red line), to the corresponding vertex function calculated on a small frequency range (80 frequencies, green line) + correction term from the downfolding (blue line). The plot is showing a 1D-path of $\Gamma_{d_{\text{mst}}}$ along $\nu = 0$ for $U = 1.00$, $\beta = 26.0$, $\omega = 0$. The uncorrected vertex functions (green line) are now closer to the numerical "exact" ones (red line), compared to the smaller frequency interval (40 frequencies) in Fig. 42. However, adding the correction term lead to the same result for both frequency intervals (blue line), showing the strength of the downfolding procedure.
Figure 47: Comparison of the irreducible vertex functions calculated on a large frequency interval (320 frequencies, red line), to the corresponding vertex function calculated on a small frequency range (80 frequencies, green line) + correction term from the downfolding (blue line). The plot is showing a 1D-path of $\Gamma_{\text{d}}(\nu', \nu = \nu', \omega = 0)$ for $U = 1.00$, $\beta = 26.0$, $\omega = 0$. The uncorrected vertex functions (green line) are now closer to the numerical "exact" ones (red line), compared to the smaller frequency interval (40 frequencies) in Fig. 43. However, adding the correction term lead to the same result for both frequency intervals (blue line), showing the validity of the downfolding procedure.

In summary, we have shown numerically how the correction terms calculated by the downfolding procedure for $\omega = 0$ significantly improve the results of the calculation of the irreducible vertex functions on a small frequency interval. We didn’t observe any major influence of different $U$’s on the quality of the correction terms. Furthermore, also larger errors, obtained by the usage of smaller frequency intervals, were successfully corrected. In Figs. 48 and 49 we have compared the irreducible vertex functions calculated on a 40- and 80-frequency interval respectively (green line), with the irreducible vertex functions calculated on a large frequency interval (320 frequencies, red line) for $U = 1.00$ again, but now zoomed into a tiny range within $\nu' = -15$ and $\nu' = -5$. The relative error of the irreducible vertex function calculated on a 40-frequency interval compared to the "exact-result" in the selected area (between $\nu' = -15$ and $\nu' = -5$) is about 6 % (e.g. for $\Gamma_{\text{d}}$). For the 80-frequency interval, the relative error dropped down to approximately 2 % (for $\Gamma_{\text{d}}$). However for both frequency intervals (40- and 80-frequencies), adding the corresponding correction term lead to a relative error of approx. 0.4 %. As we will see in the next section, the minimal frequency interval, we have to use for the exact
inversion of the Bethe-Salpeter equations depends on the bosonic Matsubara frequency $\omega$.

Figure 48: Comparison of the irreducible vertex functions calculated on a large frequency interval (320 frequencies, red line), to the corresponding vertex function calculated on a small frequency range (40 frequencies, green line) + correction term from the downfolding (blue line). The plot is showing a 1D-path of $\Gamma_{dmst}$ along $\nu=0$ for $U=1.00$, $\beta=26.0$, $\omega=0$ within a small frequency range (between $\nu'=-15$ and $\nu'=-5$). For $\Gamma_d$, the relative error of the uncorrected irreducible vertex function calculated on the small frequency range is approx. 6 percent. The relative error of the corrected irreducible vertex function is about 0.4 percent.
Figure 49: Comparison of the irreducible vertex functions calculated on a large frequency interval (320 frequencies, red line), to the corresponding vertex function calculated on a small frequency range (80 frequencies, green line) + correction term from the downfolding (blue line). The plot is showing a 1D-path of $\Gamma_{dmst}$ along $\nu = 0$ for $U = 1.00, \beta = 26.0, \omega = 0$ within a small frequency range (between $\nu' = -15$ and $\nu' = -5$). For $\Gamma_d$, the relative error of the uncorrected irreducible vertex function calculated on the small frequency range is approx. 2 percent. The relative error of the corrected irreducible vertex function is about 0.4 percent.

4.3.2 Downfolding for $\omega \neq 0$

If we turn to the $\omega \neq 0$ case, we again have to define regions where numerical inversion is mandatory and, in contrast, where we can approximate using our asymptotic results, respectively. We can identify the regions of interest by considering the involved diagrams of the respective irreducible channels. For the particle-hole channels, e.g., the second order bubble diagram (longitudinal) is proportional to

$$P_l = G(\nu)G(\nu + \omega)$$  \hspace{1cm} (124)

Since the Green functions are proportional to $\frac{1}{\nu}$ and $\frac{1}{\nu + \omega}$ respectively, the main contribution of $P_l$ to the irreducible particle-hole channel will be around $\nu = 0$ and $\nu = -\omega$ (For the particle-particle channel it can be shown, that the main contributions are around $\nu = 0$ and $\nu = +\omega$). Therefore for the $\omega = 0$ case, we were able to center our inversion interval around $\nu = 0$, i.e. $[-\text{Max}, +\text{Max}]$. At finite $\omega$, our inversion interval will change, according to
\[-\text{Max}... + \text{Max}]^{ph} \rightarrow [-\text{Max} - \omega... + \text{Max}] \quad (125)

and

\[-\text{Max}... + \text{Max}]^{pp} \rightarrow [-\text{Max}... + \text{Max} + \omega]. \quad (126)

From an algorithmic point of view, it is better to center our inversion interval around $\omega$ and $-\omega$ for the particle-particle and particle-hole channel respectively. This is evidently consistent with observations about the vertex asymptotics of the previous section. In order to check the quality of the downfolding procedure for finite $\omega$, we choose significant paths for our plots, $\nu = \nu', \nu = 0$ and $\nu = \pm\omega$. The main difference due to a finite $\omega$ can be observed, e.g. in the $\Gamma_{\text{singlet}}$ channel, where the two main structures are clearly separated (see e.g. Fig. 50 for a 40 frequency inversion interval). If one reduces the interval below a critical value (evidently dependent on the $\omega$ we use), the main structures in the small interval would be cut off. Since, in this procedure, the whole irreducible vertex is computed as the inversion interval + its asymptotics, we would replace parts of the main structure with the asymptotic value of the vertex function, which is obviously wrong. Hence, for increasing $\omega$, the inversion interval, and therefore the computational effort gets progressively larger. This is obviously a limiting factor of the whole downfolding procedure. However, there is still potential for algorithmic improvements in this respect which we will discuss at the end of the chapter.
Figure 50: 1D-plot of the Vertex functions for $\nu = 0$, $U = 1.0$, $\beta = 26.0$ and $\omega = 10$ with exact inversion of 320 frequencies compared to the 40 frequency inversion (with and without the correction calculated with the downfolding formula). The inversion interval is centered around $-\frac{\omega}{2}$ for the ph-channels and $+\frac{\omega}{2}$ for the particle-particle channels. In the $\Gamma_s$ plot at the left bottom, one clearly identifies the two main structures around $\nu = 0$ and $\nu = \omega$. 
4.4 Evaluation and Limits of the Downfolding procedure

In the previous section, we illustrated the power of the developed downfolding procedure based on the comparison of a strongly reduced inversion interval (40,80 frequencies) to a large one (320 frequencies). We observed a remarkable improvement of the results, when adding a correction term, calculated on basis of the asymptotic behavior of the vertex functions, which have been calculated on a significantly larger frequency interval (1600 frequencies). However, a closer look on the results (e.g. Fig. 42) reveals a slight overcorrection (red dots are slightly below the blue ones). Up to now, there is no clear explanation for this behavior, nevertheless, a hand waving argument based on the results can be given. The downfolding procedure for the larger inversion intervals (80 and higher) frequencies is very stable and leads to the same overcorrection. Therefore, the irreducible vertex function obtained by the downfolding procedure is more likely to be close to the exact function.

Another problem within the downfolding procedure is the growing inversion interval for finite $\omega$. As was mentioned in the discussion, we centered the interval around $\pm \frac{\omega}{2}$ and extended it to $[-\text{Max} - \omega \ldots \text{Max}]$ and $[-\text{Max} \ldots \text{Max} + \omega]$ for the particle-hole and particle-particle channel respectively. The parameter Max
is the critical parameter regarding the accuracy of the calculation. For large $\omega$, the performance of the procedure gets worse since a large inversion interval is needed to include the structures at $\nu = 0$ and $\nu = \pm \omega$. If we consider, e.g. the $\Gamma_s$ of Fig. 50, we observe a clear separation of the two structures proportional to $\omega$. However the good news is that, if $\omega$ gets larger, we can again approximate the region in between $\nu = 0$ and $\nu = \pm \omega$ by its asymptotic form. Therefore, a possible improvement could be a recursive procedure, where one alternately replaces the first structure with the asymptotics and calculates the second one.
5 Summary and Outlook

In my thesis, I have derived the expressions for the two-particle irreducible vertex functions of DMFT in all channels and for all bosonic (transfer) frequencies in the high-frequency asymptotic regime. After showing, how the hallmarks of the Mott-Hubbard MIT are also visible in the vertex asymptotics, I moved to consider some important algorithmic aspects. In particular, I have compared the asymptotical irreducible vertex function with the exact vertex function calculated via an inversion on a large frequency interval (320 fermionic frequencies). For $\omega = 0$ the asymptotics coincides with the numerical "exact" value outside a small frequency range of about 40 frequencies in all channels (spin, charge, singlet, triplet). Hence one can replace the numerical "exact" vertex by its asymptotic form over a large frequency range. This is a major improvement over existing methods for calculating irreducible vertex functions, since the computational effort for calculating the asymptotic form of the irreducible vertex is significantly lower than the numerical inversion on a large frequency range. Specifically, I have shown that the size of the frequency range, where one still needs to invert the Bethe-Salpeter equations seems not to be affected by the value of $U$ considered, but gets larger with increasing $\omega$, thus increasing the computational effort. However, as I have proposed in Sec. 4.4, one can still approximate the region between $\nu = 0$ and $\nu = \pm \omega$ by its asymptotic form for larger $\omega$, hence reducing the computational effort again. These considerations have an important impact on future algorithmic developments. In fact, if one aims at reducing the numerical effort, the full vertex calculations as well as the inversion of the inversion of the Bethe-Salpeter equations have to be done in the smallest possible frequency interval. In this respect, as I have shown in Chap. 4, the systematic error we make by truncation of the frequency range for the inversion can successfully be compensated by adding a correction term. Following the derivation by Jan Kuneš [33], I was able to calculate the correction term by means of a downfolding algorithm, which I have extended to the particle-particle channels and to finite $\omega$. For further improvement and implementation of the presented asymptotic approximation and the downfolding procedure, additional tests have to be done, which are beyond the scope of this thesis. In particular, although I have shown the $U$-independence of the frequency regime where one can replace the numerical "exact" vertex by its asymptotic form, I have only presented data available for $U$ values below the MIT ($U < U_{\text{crit}}$). Therefore comparison of the asymptotic high-frequency irreducible vertex function with the numerical "exact" vertex above $U_{\text{crit}}$ should be done prior to implementation. Furthermore, I have proposed an extension to the developed downfolding method in Sec. 4.4, which clearly indicates the direction to continue the work of my Diploma thesis. In fact, the implementation of the proposed recursive procedure could significantly enhance the performance of the calculation of the irreducible vertex functions $\Gamma_{\nu \nu' \omega}^{\text{dmst}}$ for all $\nu, \nu'$ and $\omega$. Such developments can be potentially of a very high impact for the algorithmic improvements of all diagrammatic extensions of DMFT, which requires accurate calculations of local two-particle vertex functions as a starting point.
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