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Abstract

The theoretical analysis of two-particle quantities for correlated electron sys-
tems is a valuable task. Not only can one compare some of these quantities
directly to a large number of experiments (from optical to neutron and Raman
spectroscopy), but they also serve as essential inputs for diagrammatic exten-
sion of one of the most famous method for studying the physics of correlated
materials, i.e. the dynamical mean field theory (DMFT), such as the dynami-
cal vertex approximation (DΓA) and the dual fermion approach. Hitherto, two-
particle vertex quantities have been investigated rather sporadically in the lit-
erature and very often approximated by the value of the bare interaction. This
thesis aims at filling this gap, providing a systematic analysis, in which the in-
vestigation of both local and non-local vertices is conducted and has lead to
particularly interesting, and, in some sense, surprising results.

In the first part of this thesis, the context of contemporary many body quantum
mechanics is recalled and the notion of (electronic) correlations is illustrated
(chapter 1). Chapter 2 gives a brief introduction in the methods of many body
quantum theory for describing strongly correlated electron systems, particularly
one- and two-particle Green functions, as well as DMFT and its extensions.
The numerical results for the purely local and the momentum dependent vertex
functions are presented and interpreted in chapters 3 and 4 respectively and
conclusions are drawn and an outlook to future research is given in chapter 5.

Deutsche Kurzfassung

Die Analyse von Zweiteilchengrößen ist von großer Bedeutung für die moderne
Festkörperphysik. Dafür gibt es im Wesentlichen zwei Gründe: zum Einen
können theoretisch (also numerisch oder analytisch) berechnete Zweiteilchen-
größen meist direkt mit einer großen Zahl an experimentellen Daten verglichen
werden (beispielsweise Ergebnisse von optischer, Neutronen- oder Raman-
spektroskopie), zum Anderen sind sie essentielle Größen für diagrammatis-
che Erweiterungen der dynamischen Molekularfeldnäherung (dynamical me-
an field theory, DMFT), eine der erfolgreichsten Näherungsmethoden zur Be-
schreibung von stark korrelierten Elektronensystemen. Zu nennen wären hier
die dynamische Vertexapproximation (DΓA) oder der Dual Fermion Ansatz.
Da eine Analyse dieser wichtigen Zweiteilchengrößen in der Literatur nur sehr
sporadisch (beispielsweise nur für bestimmte Parameterwerte) durchgeführt
wurde, versucht die vorliegende Diplomarbeit mit einer systematischen Unter-
suchung von sowohl lokalen als auch nicht-lokalen Zweiteilchengrößen - die
teilweise unerwartete und erstaunliche Ergebnisse an den Tag legt - diese
Lücke zu schließen.

Der erste Teil dieser Diplomarbeit ist einer Einführung in das Gebiet der moder-
nen Vielteilchentheorie gewidmet, in deren Rahmen auch der Begriff der Kor-
relationen erläutert wird (Kapitel 1). Nach einer Zusammenfassung von bekan-
nten Theorien und Methoden zur Behandlung von stark korrelierten Elektro-
nensystemen (Kapitel 2) werden Ergebnisse für lokale (Kapitel 3) und nicht-
lokale Zweiteilchengrößen (Kapitel 4) vorgestellt und analysiert. Die Arbeit
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schließt mit Schlussfolgerungen aus den Ergebnissen und Perspektiven für
künftige Forschungsprojekte zu diesem Thema in Kapitel 5.
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Chapter 1

Introduction: What is
electronic correlation?

”The whole is greater than the sum of the parts.“
- Aristotle

In this chapter, an introduction to one of the most fascinating topics in contem-
porary physics is presented: the quantum mechanics of many particle systems
and, specifically, of electronic correlations. In section 1.1 the relevance of some
of the most fascinating phenomena to many particle physics is briefly recalled,
in section 1.2 the notion of electronic correlations is introduced and illustrated
by an example from every day’s life and in section 1.3 one of the most basic and
famous models for the description of electronic correlations, i.e. the Hubbard
model, is introduced.

1.1 The physics of many particle systems

The typical path followed by natural scientists is to unravel the elementary laws
of their discipline and deduct or predict every behaviour and evolution of the
phenomena they are interested in. Significant examples of this deductional
method and its building bricks or “microscopic” laws can be found in every
discipline. As a mere example, one may just recall

• the equations of the fundamental interactions of the standard model in
physics,

• the deoxyribonucleic acid (DNA) in biology,

• the senses, emotions and cerebration in psychology.

This attitude of natural scientists is expressed fabulously in two famous German
literaric lines

“Dass ich erkenne, was die Welt
Im Innersten zusammenhält”

- Goethe, Faust - Der Tragödie erster Teil

1
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However, such a fundamental description of a given scientific discipline by
means of elementary governing laws may sometimes seems to be, at the first
glance, inconsistent with the observed complex and often still unpredictable
behaviour of “real”1 systems. For instance, understanding the second law of
thermodynamics, which governs much of the behaviour of physically macro-
scopic systems, on a microscopic level is not at all trivial and still stimulates
hot debates among physicists nowadays [1]. More generally, this challeng-
ing approach of natural sciences can be summarized in the following, thrilling
question that immediately arises:

What new principles and laws emerge as we make the journey
from the microscopic to the macroscopic? [2]

In fact, each stage of the path connecting the microscopic and the macroscopic
cosmos is paved by entirely new concepts and laws. Their understanding is
crucial for the description of what one really observes at the (macroscopic)
level, among which emergent phenomena that are non-trivial, complex re-
sults of elementary fundamental interactions of the constituents of the system,
stand out.

The fascinating travel towards the understanding of the macroscopic complex-
ities has been brilliantly described by P. W. Anderson in his article “More is
different” [3]:

“The behaviour of large and complex aggregations of elemen-
tary particles, it turns out, is not to be understood in terms of a
simple extrapolation of the properties of a few particles. Instead, at
each level of complexity entirely new properties appear, and the un-
derstanding of the new behaviours requires research which I think
is as fundamental in its nature as any other.” - P. W. Anderson

In other words: even if one could establish a ”theory of everything“, including all
known fundamental interactions and constituents of matter, the mission of de-
scribing every single phenomenon of the universe would still be far from being
accomplished. The ultimate goal would be, instead, an accurate description at
every stage between microscopic and macroscopic.

Exactly this situation is the cause why (even non-relativistic) many body quan-
tum mechanics in solid state physics holds that fascinating phenomena. The
basic building blocks here are the Coulomb interaction and the fundamental
constituents in form of electrons and protons. Out of these ingredients (and
the basic laws of quantum mechanics, of course), non-trivial, fascinating and, in
most cases, completely unexpected phenomena emerge in condensed matter
physics, among which one may recall

• the Mott metal-insulator transition (MIT) in vanadates [4, 5, 6],

• the high-temperature superconductivity in cuprates [7] and iron-pnictides
[8],

• the formation of quantum critical points in heavy fermion compounds [9,
10] and

1specifically in physics the suitable expression would be “macroscopic” or “complex”
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• the colossal magnetoresistance in the manganites [11, 12].

Quite remarkably, some of the most fascinating and, at presence, still not un-
derstood physics is found in a special class of systems, namely the class of
strongly correlated electron systems. In view of this, in the next section the
notion of correlation will be explicitly introduced and illustrated with examples
coming from physics and ”real life“2.

1.2 Correlations in physics and in life

The term ”correlation” stems from Latin “cum + relatio” and describes the situ-
ation in which two (or more) objects are in relationship with each other. Mathe-
matically the fact that two observables A and B are correlated with each other
is reflected in the the expectation value of their product:

〈AB〉 6= 〈A〉 〈B〉 (1.1)

which, in the correlated case, cannot be trivially decomposed into a product of
expectation values of the two observables separately. Hence, correlation is the
summation of all effects that are not described by factorization (i.e. mean field)
approximations. Before describing the application of this concept in physics
and specifically to the condensed matter problems which are investigated in
this thesis, to gain further insight in the meaning of what correlation really is,
one may take a step into real life and discuss correlations on the parquet floor.

1.2.1 An example in every day’s life: the ballroom dancer

Who does not know the following situation: after you have practised several
months the Viennese Waltz in dancing school you want to take out the woman
of your choice to the university’s ball. However, while in the dancing school’s
practice, there where only three to four couples beside you on the floor, the
situation with which you are confronted at the ball will be quite different as de-
picted in Fig. 1.1. Naturally, if your are an experienced dancer, you will not
move without taking into account the movement of the other couples which are
also dancing at the same time on the same floor. The technical term for this
situation is spatial correlation among the dancing couples. In particular, if
the floor is occupied that much, the interaction between the couples increases
dramatically and, correctly taking into account all spatial correlations becomes
essential for retrieving a good result (i.e. no bruises). Furthermore, if you keep
in mind that the technique of dancing the Viennese waltz, which is danced in
three-four time (i.e. 123 123), requires rising at 1 and lowering at 33 you and all
other dancers are bound to the music (the “clock” of your system). Hence, evi-
dently, there also exists a time correlation. Of course, the situation gets more
and more complicated if more couples are joining the dance from the sides of
the ballroom (in fact, in the spirit of the physics that will be described in section
1.3, you can view these couples at the sides as an auxiliary bath and the prob-
ability of joining or leaving the dance floor the hopping amplitude). Even more

2”real life“ emerges from physics, but in a non-trivial way
3actually, the timing and technique of the Viennese Waltz is much more subtle than that, but this

example of correlations should be illustrative for physics’ purposes
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Figure 1.1: Correlation of the movements of ballroom dancers at the ball of the University of Tech-
nology in Vienna’s Hofburg. No measurement of the positions of the couples can be considered as
independent from the movement of the rest (taken from [13]).

dramatically, a repelling principle is also active, preventing the dancers from
occupying exactly the same position on the floor, or at least the lady who wears
the same ballroom dress (or quantum number) as your woman of choice from
joining the dance (in physics the - less dangerous - situation corresponds to
the Pauli principle).

1.2.2 Correlation in the solid state: fascinating but challeng-
ing physics

Although the example of correlation of ballroom dancers is quite intriguing, this
is obviously not the actual motivation why physicists (and particularly solid state
physicists) put so much effort in describing and understanding correlation ef-
fects. Generally speaking, situations of high electron correlation occur in sys-
tems whose electrons are obliged to reside in very narrow orbitals. This usually
happens for materials containing elements with partially filled narrow orbitals,
e.g. 3d- or 4f -orbitals, as it is the case for transition metal oxides or lanthanides.
The reason why these orbitals are particularly narrow is, that for an orbital with
fixed angular momentum l there do not exist other orbitals with the same angu-
lar momentum with lower radial quantum number n. This orbital is orthogonal
to all the other ones due to the angular momentum part of its wave function. So
the radial part of its wave function does not need to have any node localizing
the corresponding electron much closer to the atomic ion with respect to the
other orbitals [14, 15].

One of the most famous examples of the behaviours that emerge out of elec-
tronic correlations is the Mott-Hubbard metal-insulator transition.
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The Mott-Hubbard metal-insulator transition

Many materials, such as V2O3, exhibit a transition from the insulating to the
metallic state if pressure is applied or the system is doped [5, 6, 16] (see Fig.
1.2). In V2O3 one can track down this behaviour to correlation effects stemming

Figure 1.2: Mott metal-insulator transition in V2O3. Although, according to band theory considera-
tions, these materials should always be metals, the system presents a transition from an insulating
to a metallic phase when pressure is applied or the doping level with Cr is changed (taken from
[5]).

from the mutual electron-electron interactions among the 3d − t2g electrons of
the partially filled outer shell of V . If one considers a half-filled lattice, the rea-
son why it undergoes a MIT is, that for very strong on-site interaction between
the electrons the situation that two electrons occupy exactly the same lattice
site becomes energetically too expensive since the movement of the electron,
naturally, generates a given amount of double occupancies for a high enough
value of the local Coulomb or Hubbard interaction (see section 1.3). The sys-
tem is driven into an insulating state, even if according to the band theory it
should be a metal. This kind of transition is called Mott-Hubbard transition
(MIT, [4, 16]).

In DMFT (see section 2.2) one can calculate the phase diagram of the two-
dimensional Hubbard model in the sense of determining the metallic and insu-
lating regions in the temperature vs. interaction plane (T/U -plane). Fig. 1.3
shows this MIT phase diagram from [17]. One can note that there is a coex-
istence region of both metallic and insulating solution between the interaction
values Uc1 and Uc2. The coexistence region, which is the numerical hallmark
for a first-order transition, vanishes at a critical end point at a finite temperature,
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which is the lower tip of a crossover region, where a smooth and continuous
change of the physical properties is found by increasing U . Note that this situ-
ation closely recalls the well-known one of the liquid-gas transition.

Figure 1.3: DMFT phase diagram (taken from [17]) showing the MIT of the two-dimensional half-
filled Hubbard model. One can note that there is a coexistence region of both metallic and insu-
lating solution between the interaction values Uc1 and Uc2. The coexistence region vanishes at a
critical end point at a finite temperature, which is the lower tip of a crossover region.

The full treatment of electronic correlations for realistic systems still represents
a difficult task. Hence, it is often worth to break those systems down to model
systems. One of the most famous model Hamiltonians will be considered in the
next section.

1.3 From the full many body Hamiltonian to the
Hubbard model

In solid state theory it is actually quite easy to write down a general Hamiltonian
which contains the only relevant fundamental interaction (i.e. the Coulomb
interaction) in the non-relativistic limit in its second quantized form:

H = H0 + Vee (1.2)
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with

H0 =
∑

σ=(↑,↓)

∫
d3rΨ†σ(~r)

− ~2

2m
∂2 −

∑
l

e2

4πε0

Zl∣∣∣~r − ~Rl

∣∣∣
Ψσ(~r)

Vee =
1

2

∑
σ,σ′

∫
d3rd3r′Ψ†σ(~r)Ψ†σ′(~r

′)
e2

4πε0

1

|~r − ~r′|Ψσ′(~r′)Ψσ(~r)

where Ψ†σ(~r) and Ψσ(~r) are field operators which create or respectively destroy
an electron of charge −e and spin σ at position ~r and l are the lattice ions
with charge Zl at the positions ~Rl. The electron’s mass is denoted by m, ~
is the Planck constant and ε0 is the dielectric constant in vacuum. However,
it is impossible to solve this problem in its whole generality. The situation is
Janus-faced: On the one hand, in solid state physics one usually has to deal
with problems which involve a number of particles which is of the order of the
Avogadro constant NA ≈ 1023. On the other hand, in many situations, for inter-
preting (or predicting) the experimental results, it is not necessary to calculate
the general solution to this problem (i.e. the wave function for the ≈ 1023 parti-
cle problem). One way retrieving valuable informations about the system and,
at the same time, at least approximately, explaining and predicting experimental
results is paved by simplifying Eq. 1.2 in order to build up model Hamiltonians
and treat them with functional methods (see chapter 2).

If one considers a lattice of ions which are separated by a distance larger
than the Bohr radius, a good approximation for this class of systems is the
tight-binding approximation (see e.g. [18]). In a first step the Hamilto-
nian is represented by a superposition of atomic orbital states or Wannier
states. Those Wannier states constitute an orthonormal basis of the one-
particle Hilbert space, meaning that there exists a (unitary) transformation from
real to Wannier space. This implies that the field operators in real space in 1.2
can be written in terms of field operators at each lattice site i:

Ψ†σ(~r) =

N∑
i=1

ψ∗~Ri
(~r)c†iσ (1.3)

Furthermore one can Fourier transform the Wannier state operators c†iσ to mo-
mentum space

c†kσ =
1√
N

N∑
i=1

ei
~k ~Ric†iσ (1.4)

so that the single particle part of the Hamiltonian in Eq. 1.2 becomes (see [18])

H0 =
∑
~k

εkc
†
kσckσ =

∑
ii′

tii′c
†
iσci′σ (1.5)

where

tii′ =
1

N

∑
~k

ei
~k(~Ri−~Ri′ )εk =

∫
ddr ψ∗~Ri

~2∂2

2m
ψ∗~Rj
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denotes the hopping amplitude for a particle to transit from site i to site i′.
Similarly one can apply this procedure to the electron-electron interaction term
in Eq. 1.2 and finally obtains for the fully transformed Hamiltonian:

H =
∑
ii′

tii′c
†
iσci′σ +

∑
ii′jj′

Uii′jj′c
†
iσc
†
i′σcjσcj′σ (1.6)

If the overlap of neighbouring orbitals becomes weak, the dominant electronic
interaction is the on-site Coulomb interaction, or Hubbard interaction. In this
limit one finally arrives at the simplest model for the description of electronic
correlation in solid state physics, i.e. the Hubbard model [19, 20, 21]. For
the single band case (and only considering nearest neighbour hopping), the
Hamiltonian of the Hubbard model reads

H = −t
∑

(i,j),σ

c†i,σcj,σ + U

N∑
i=1

ni↑ni↓ (1.7)

where −t is the hopping amplitude of the electron to hop from lattice site i to
j, c†i,σ and cj,σ are the creation and annihilation operators for creating or de-
stroying an electron with spin σ on site i or j respectively, N is the number of
lattice sites and (i, j) denote nearest neighbour sites. The Coulomb energy (or
Hubbard interaction) U has to be paid whenever a single site is occupied by
two electrons. The interpretation of the two ingredients of this model is quite
transparent as they correspond to the two competing energy scales of a corre-
lated electron system, i.e. the kinetic and the potential energy.

Figure 1.4: Illustration of the Hubbard model as a description of correlated electrons in solids from
[22]. The electron can hop from one site to another with the hopping amplitude −t. An energy U
has to be paid whenever a double occupation occurs.

It is worth noting at this point that, although this model represents already a
great simplification compared to real material systems described by Eq. 1.2,
it is still not solvable except for trivial or quite specific (e.g. one-dimensional)
cases. However, the challenging task of working with the Hubbard model is
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highly rewarding, since most of the interesting physics in highly correlated elec-
tron systems is indeed originated by the (direct or indirect) result of the com-
petition of kinetic and potential energy, which is well captured by this model
Hamiltonian.

On the basis of the discussions above, it is evident that any improvement of
the theoretical description of the physics described by the Hubbard model rep-
resents a highly desirable goal in contemporary solid state physics, with sig-
nificant possible impact on the understanding of the phenomena mentioned at
the end of section 1.1. At the present stage, one of the most powerful tools for
treating the Hubbard model is the dynamical mean field theory (DMFT) as well
as its extensions, which, hence, will be examined in sec. 2.2, as they will be
extensively used to produce the desired results of this thesis.
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Chapter 2

Theory and methods: from
the one-particle propagator
to the fully irreducible vertex

In this chapter a concise introduction to quantum field theory concepts and to
the methods used to obtain the results of this thesis is given. In section 2.1
the concepts of the (one-particle) Green function and the self-energy are il-
lustrated. In section 2.2 the fundamentals of the dynamical mean field theory
(DMFT) are presented: DMFT provides a self-consistent description at the one-
particle level of the major contributions of electronic correlations, i.e. the local
ones. Subsequently, the most famous extensions of DMFT which include non-
local electronic correlations are discussed in section 2.3. As some of these
extensions require a self-consistent treatment beyond the one-particle level,
in section 2.4 the general quantum field theory formalism for calculating two-
particle quantities is also discussed.

As already explained in section 1.3, solving the full many-body Hamiltonian
in equation 1.2 is neither possible nor necessary. Rather, one wants to access
quantities of physical relevance1. A possible strategy, as presented in section
1.3, is to build up model Hamiltonians (such as the Hubbard Hamiltonian in Eq.
1.7 for strongly correlated electron systems), which are easier to deal with, but,
at the same time, still capture the essence of the underlying physics. There
is a variety of theories available that are able to provide at least some of the
interesting physical informations (such as the charge density, magnetization,
susceptibilities, etc.) without referring to wave functions and they can be sum-
marized by the umbrella term functional theories.

If one essentially neglects electronic correlations2 an extremely good treatment
can be obtained from the density functional theory (DFT), within which the

1which means expectation values of operators, spectral and response functions to be compared
with experiment

2which is usually a good approximation for s- and p-electron materials

11



12 CHAPTER 2. THEORY AND METHODS

electronic and correlation part of the energy functional is typically approximated
by the local density approximation (LDA) or the generalized gradient ap-
proximation (GGA) for instance (see, e.g., [23]).

On the other hand, if electronic correlations have to be considered explicitly
as it is the case in this thesis, many body perturbation theory (MBPT) or the
theory of Green functions has to be used. Technically, an infinite hierar-
chy of many-particle Green functions (i.e. the one-particle, two-particle, etc.
Green function) has to be included. But for conventional problems, usually re-
garding one- and two-particle Green functions in the calculations represents
an adequate approximation. In the following sections, therefore, the one- and
two-particle Green functions will be discussed in more detail.

2.1 Many-body Green function: the one-particle
propagator

2.1.1 Definition of the Green function

One of the central quantities of many-body electron theory is the Green func-
tion. The causal one-particle fermionic Green function3 can be defined in
Heisenberg notation as

G(~r, t;~r′, t′) = −i
〈
T Ψ(~r, t)Ψ†(~r′, t′)

〉
= (2.1)

= −i
[
θ(t− t′)

〈
Ψ(~r, t)Ψ†(~r′, t′)

〉
∓ θ(t′ − t)

〈
Ψ†(~r′, t′)Ψ(~r, t)

〉]
where T denotes the time-ordered product and the angle brackets either the
expectation value with respect to the ground state or the expectation value in
the corresponding thermodynamic ensemble in case of finite temperature, and
the plus (minus) sign is applied for bosons (fermions). The definition of the
Green function has a clear and easy physical interpretation, namely the prop-
agation of one electron being added to the system at time t′ at ~r′ and being
removed at time t at ~r, or the analogous propagation of a hole (see also Fig.
2.1).

When performing calculations for finite temperatures T , in order to avoid time-
evolution operators with complex time arguments (of the form eiH(t±iβ) with in-
verse temperature β = 1

T ), it is technically preferable to use imaginary instead
of real times, by performing a so called “Wick rotation”:

t→ τ = it (2.2)

If one then Fourier transforms the Green function of a time-translational system,
it reads [25]

G(~r, ~r′; iωm) =

β∫
0

dτeiωmτG(~r, ~r′; τ) (2.3)

3sometimes also called two-point function, because it relates the space-time coordinate (~r′, t′)
to that of (~r, t)
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Figure 2.1: Physical interpretation of the one-particle Green function in terms of “fishing”: propa-
gation of one electron (hole) being added to the system at time t′ (t) at x′ (x) and being removed
at time t (t′) at x (x′) (taken from [24]).

in the imaginary frequency space where β = 1/T is the inverse temperature
and the ωm are the so-called Matsubara frequencies. As a consequence of
the commutation (anti-commutation) rules for bosonic (fermionic) field opera-
tors, the Fourier spectrum of the Matsubara-frequencies is discrete (m ∈ Z)
[26]:

ωm =

{
(2m+ 1)πβ in case of fermions
2mπ

β in case of bosons
(2.4)

In momentum-space the field operators can be constructed via

Ψ(~r, t) =
1

(2π)3

∫
d3ke−i

~k~ra~k(t) (2.5)

Ψ†(~r, t) =
1

(2π)3

∫
d3kei

~k~ra†~k
(t) (2.6)

These equations can be directly used in the non-interacting case (e.g. U = 0.0
for the Hubbard model), to diagonalize the Hamilton operator:

H0 =
1

(2π)3

∫
d3k εka

†
~k
a~k (2.7)

Inserting this Hamiltonian into the definition of the Green function Eq. 2.2 and
assuming that the imaginary time τ > 0, the non-interacting Green function
reads

G0(~k, τ) = −e−εkτ (1− f(εk)) (2.8)

where
f(εk) =

1

eβεk + 1
(2.9)
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is the Fermi distribution function. As for the physical interpretation, one can
reverse the Wick rotation, return to real times, and finally

G0(~k, τ) ≈ e−iεkt (2.10)

which exhibits the free (plane wave) propagation. From this, in turn, it can
easily be understood that no scattering events with other electrons take place,
so that infinite long-living electronic excitations define the spectral properties of
the system. Finally, one can Fourier transform Eq. 2.14 in order to retrieve the
non-interacting Green function in momentum space, yielding

G0(~k, iωm) =
1

iωm − εk
(2.11)

From the point of view of Feynman diagrams, this non-interacting Green func-
tion is easily depicted as a (not interrupted) fermionic propagating line (see fig.
2.2):

Figure 2.2: Representation in terms of a Feynman diagram of the non-interacting Green function.

2.1.2 Reducibility at the one-particle level: the self-energy

In order to include the system’s interactions systematically, it is very useful to
introduce the concept of a self-energy. Diagrammatically speaking the self-
energy is built up by all one-particle irreducible diagrams, i.e. all connected
diagrams which cannot be separated in two by cutting one internal fermionic
line. Fig. 2.3 shows an example of either a (one-particle) irreducible and
reducible diagram. Following this concept, one obtains an implicit relation for

Figure 2.3: Left: one-particle irreducible diagram. Right: one-particle reducible diagram. The thick
dot denotes the Coulomb interaction and the straight line the non-interacting Green function.

the interacting Green function out of the non-interacting one and the self-energy
via

G(~k, iωm) = G0(~k, iωm) +G0(~k, iωm)Σ(~k, iωm)G(~k, iωm) (2.12)

which can also be expressed diagrammatically (see Fig. 2.4). Eq. 2.12 is the
famous Dyson equation.

= +

Figure 2.4: Diagrammatic representation of the Dyson equation. The interacting Green function is
represented by a bold line, the non-interacting by a light one.
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Solving this equation the interacting Green function for G can be expressed
by

G(~k, iωm) =
1

G−1
0 (~k, iωm)− Σ(~k, iωm)

(2.13)

which also can be written explicitly as

G(~k, iωm) =
1

iωm − εk − Σ(~k, iωm)
(2.14)

Making the connection with experiments: the spectral function

While Green function and self-energy are useful but quite abstract concepts, it
is instructive to relate them to experimentally accessible quantities. the most
direct link at the one-particle level is provided by the spectral function A(~k, ω)
as

G(~k, iωm) =

∞∫
−∞

dω
A(~k, ω)

iωm − ω
(2.15)

Expressing the interacting spectral density in terms of the self-energy reveals
[27]

A(~k, ω) = − 1

π

Im(Σ(~k, ω))[
ω − εk − Re(Σ(~k, ω))

]2
+
[
Im(Σ(~k, ω)

]2 (2.16)

From the experimental point of view, A(~k, ω) can be measured in photoemis-
sion spectroscopy, e.g. in an ARPES4 experiment one uses the photoelectric
effect for probing the system by providing photons of certain energy and po-
larization to the system and analysing the energy and angle of the outcoming
electrons released by the photoelectric effect (see Fig. 2.5 (a)).

Figure 2.5: (a) Geometry of an ARPES experiment, (b) momentum resolved one-electron removal
and addition spectra for the non-interacting electron system, (c) the same spectra for a Fermi-liquid
system (taken from [27]).

Invoking the sudden approximation one can write the intensity measured in an
ARPES experiment on a 2D single-band system as [27]

I(~k, ω) = I0(~k, ν, ~Π)f(ω)A(~k, ω) (2.17)

4angle resolved photo emission spectroscopy
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where I0(~k, ν, ~Π) depends on the electron momentum ~k and the energy ν and
polarization ~Π of the incoming photon. In this way one can directly measure
the spectral function by probing the sample with ARPES.

Self-energy and the Fermi liquid theory

In order to make the notion of a self-energy concrete, one can take a look at it
in the case of the Fermi liquid. Most of the properties of metallic systems can
be understood qualitatively by renormalization of non-interacting calculations,
which means that the structure of the electronic excitations for E ≈ EF (EF is
the Fermi-energy) qualitatively resembles that of the non-interacting case. The
connection of the self-energy to the Fermi liquid can be established by Taylor
expanding the self-energy at the Fermi level, so that k → kF and iωm → 0:

Σ(k, iωm) ∼= Re(Σ(kF , iωm → 0))︸ ︷︷ ︸
reabsorbed in chemical potential

+ (2.18)

+
∂

∂k
Re(Σ(kf , 0))(k − kF )︸ ︷︷ ︸

correction to εk

+

+ iIm(Σ(kF , 0))︸ ︷︷ ︸
−iγ

+
∂

∂ωm
Im(Σ(kF , 0))︸ ︷︷ ︸
−iαωm

Introducing the renormalization factor5

Z =
1

1 + α
< 1, (2.19)

inserting Eq. 2.19 and 2.19 into 2.14 and setting vF = ∂
∂k εk

∣∣∣
kF

the Green

function of the Fermi liquid in the vicinity of the Fermi surface reads

G(~k, iωm) =
Z

iωm − Z(vF + ∂
∂kΣ)

∣∣∣
kF

(k − kF ) + iZγ
(2.20)

so that in contrast to the non-interacting system the quasiparticle excitations
of the interacting system become renormalized and their life times become
finite off the Fermi surface. This becomes clear by performing the inverse
Fourier transform on the interacting Green function which yields

G(k, t) ≈ e−i(εk+Re(Σ(k)))te−γt (2.21)

so that the propagator is not a plane wave any more, but rather a decaying
exponential function with the typical decay time of tdec = ~

γ
6. The shape of the

spectral function for the Fermi liquid can be seen in Fig. 2.5 (c).

5This factor represents the mass renormalization of the electron due to mutual electron-electron
interactions, so that the elementary excitations of the system are not the bare electrons, but
“dressed” electrons or quasiparticles.

6This is the quasiparticle’s lifetime.
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Self-energy in the atomic limit

In contrast to the Fermi liquid case, in the atomic limit (for the Hubbard model,
this limit means t = 0.0 while U and T stay finite) the self-energy cannot be
Taylor expanded. Rather, the spectral function is given by the sum of two delta
distributions

Aa.l.(~k, ω) =
1

2

[
δ(ω − U

2
) + δ(ω +

U

2
)

]
(2.22)

Using equation 2.15 one immediately obtains

Σa.l.(~k, iωn) =
U2

i4ωn
(2.23)

for the self-energy on the Matsubara axis in the atomic limit. Performing the
analytic continuation, for the retarded self energy one arrives at

Σa.l.
ret (

~k, ω) =
U2

4ω
− iU

2

4
δ(ω) (2.24)

in which expression a divergence in form of a delta distribution appears be-
cause of the spectral gap of the Mott phase.

2.1.3 Breakdown of perturbation theory

Differently from the case of quantum electrodynamics, where the reliability of
the perturbative approach is guaranteed by the smallness of the coupling con-
stant (i.e. the fine structure constant αf = 1

137 [28]), in solid state physics the
value of the on-site Coulomb interaction U , which should be treated as a pertur-
bation, is often not small at all compared to other energy scales of the system.
The breakdown of the perturbative description leads, in fact, to very impor-
tant physical processes like the famous Mott-Hubbard metal-insulator transi-
tion (see sec. 1.2.2). This implies that straightforward approaches based on
perturbation theory cannot be applied to such systems [29] and one has to find
non-perturbative techniques to deal with them. One of the most successful
among these techniques is the dynamical mean field theory (DMFT) which is
covered in the next section.

2.2 The dynamical mean field theory (DMFT)

The essential of dynamical mean field theory (DMFT) is to map the whole many
body problem of Eq. 1.2 onto a single site Anderson impurity model (AIM) to be
determined self-consistently [30]. For retrieving physical quantities (e.g. via the
calculation of the self-energy) one has to solve a self-consistency cycle based
on the single-site (AIM) quantity and the local component of the same quan-
tity of the original lattice. This corresponds to treating the spatial degrees of
freedom of a given system at a mean field theory level (like in a classical mean
or Weiss field theory), whereas fully retaining local temporal fluctuations7. The
mapping becomes exact in the limit of infinite coordination number and DMFT

7often referred to as “quantum fluctuations”
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therefore is an exact theory in this asymptotic regime. More formally, for a fixed
lattice geometry the limit of infinite coordination corresponds to the limit of high
spatial dimensions or high temperatures.

2.2.1 The diagrammatic content of DMFT

If one considers the expectation value for the kinetic energy part of the Hubbard
Hamiltonian including next neighbour (NN) hopping only

〈Hkin〉 = −t
∑

(i,j),σ

〈
c†i,σcj,σ

〉
(2.25)

and the coordination number (i.e. the number of next neighbours for each
lattice site) of the lattice being z, the probability (i.e. the absolute square of the
hopping amplitude) that an electron hops from a site j to a next neighbour site
of j is given by P = 1

z . From this consideration one can conduct that in the limit
of infinite coordination z → ∞ the proper scaling of the kinetic energy in the
Hubbard model (Eq. 1.7) is t ∝ 1√

z
, whereas the proper scaling of the potential

energy is trivial because it is purely local [31]. The crucial point, however,
is, that with this scaling also all self-energy skeleton diagrams become purely
local in the limit z →∞ (see Fig. 2.6) as it was shown by Metzner and Vollhardt
[31, 32], and, hence:

Σ(~k, iωm)→ Σ(iωm) (2.26)

Therefore, from the diagrammatic point of view, DMFT corresponds to regard-
ing all completely local one-particle irreducible diagrams as the electron
self-energy (see also Fig. 2.6), which physically corresponds to consider only
the local part of the electronic correlation, but without any perturbative re-
striction.

Σ
i i i

Figure 2.6: Diagrammatic content of the DMFT (taken from [33]). The thick red dot denotes the
local interaction U , the single lines the non-interacting and the double lines the dressed Green
functions. All local one-particle irreducible diagrams are regarded as the electronic self-energy.

2.2.2 Self-consistency cycle and impurity solvers

From the practical point of view, one of the keys for explaining the success of
DMFT is the above mentioned mapping of the original lattice problem onto an
Anderson impurity problem. Such a mapping is possible because the same
diagrams which constitute the (as said: purely local) DMFT self-energy can
also be obtained from the Anderson impurity model [3]

H =
∑
~klσ

εl(~k)a
†
~klσ
a~klσ +

∑
~klσ

Vlm(~k)a†~klσcmσ + h.c.+
∑
iσ

Uc†iσc
†
iσ′ciσ′ciσ (2.27)
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provided the on-site interaction U coincides with the one of the original Hubbard
model in Eq. 1.7. In the definition of the Anderson impurity model, a†~klσ and
a~klσ are the creation and annihilation operators of conduction band electrons
with dispersion εl(~k), c†imσ′cinσ′ are the creation and annihilation operators of
the impurity site and Vlm(~k) defines the hybridization between conduction band
and impurity site electrons.

The DMFT self-consistency cycle

As pointed out by Georges and Kotliar [14], due to the equivalence of the
(purely local) diagrams which constitute the self-energy of both DMFT and An-
derson impurity model, one is able set up a self-consistency cycle for the Green
function of the Anderson impurity model GAIM(iωn) and the local DMFT Green
function

Gloc(iωn) =
1

VBZ

∫
1st BZ

1

iωn − εk − Σ(ω)
(2.28)

where VBZ is the volume of the first Brillouin zone. The local self-energy Σ(iωn),
which defines the local Green function via the Dyson Eq. 2.12, can be ob-
tained from the AIM via

Σ(iωn) = G−1
0 (iωn)−G−1

AIM(iωn) (2.29)

where the electronic bath function of the AIM

G−1
0 (iωn) = iωn − t−

∑
~kn

V †nl(
~k)Vnm(~k)

iωn − εn(~k)
(2.30)

can be considered as the quantum (dynamical) counterpart of a classical Weiss
mean field. Fig. 2.7 schematically shows all the steps for performing a self-
consistency loop of DMFT. Among these steps one can note that the com-
putational bottleneck of the algorithm is given by the solution of the impurity
problem.

Common impurity solvers are based on exact diagonalization (ED) or Lanczos
algorithms [30], numerical renormalization group (NRG, [34]), Quantum Monte
Carlo (QMC) or semi analytical methods like iterated perturbation theory (IPT,
see e.g. [35]). As in this work mainly ED and QMC will be used, those impurity
solvers will be briefly discussed in the following sections.

Exact diagonalization (ED)

In exact diagonalization (ED) one solves the AIM by approximating the Hamil-
tonian of the AIM with a Hamiltonian built up by a finite number of orbitals nS
(discretization of the bath) [30]. The Hamiltonian is then diagonalized by
standard algorithms.

More in detail, for solving the AIM in ED one has to perform essentially three
steps:
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Figure 2.7: Self-consistency cycle of the DMFT (taken from [15]). The bottleneck of the algorithm
is given by the solution of the impurity problem.

1. The Weiss function

G0(iωn)−1 = iωn −
∞∫
−∞

dω′
∆(ω′)

iωn − ω′
(2.31)

is approximated by a discretised version:

GnS0 (iωn)−1 = iωn −
nS∑
p=2

V 2
p

iωn − ε̃p
(2.32)

2. The obtained Hamiltonian of Eq. 2.32 is diagonalized exactly. The
corresponding Green function is calculated.

3. The DMFT self-consistency condition provides a new Weiss function G0

which is also approximated by a function GnS0 with a new set of Vp and ε̃p.

ED provides very accurate and stable numerical results on the Matsubara axis
(see again [30]). However, the scaling of the ED algorithm with nS is very
costly, which makes the calculation of two-particle vertex quantities already
quite challenging even for the single-band Hubbard model.

Hirsch-Fye Quantum Monte Carlo (QMC)

An efficient and well-established approach of an impurity model solver is the
Hirsch-Fye Quantum Monte Carlo method [36, 37] which is also used to pro-
duce most of the numerical results in this thesis. Hirsch and Fye mapped the
interacting Anderson impurity model of Eq. 2.27 onto a sum of non-interacting
problems with a single particle under the influence of a time-dependent field,
whereupon this sum is evaluated by Monte Carlo sampling. The most impor-
tant steps of Hirsch-Fye QMC are summarized in the following, for more details
see [32, 38, 17].
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The Hamiltonian H for the (single or cluster) impurity is assumed to be ex-
pressed in two parts

H = H0︸︷︷︸
non-interacting

+ H1︸︷︷︸
interacting

(2.33)

and the interaction on the impurity cluster to be local. In a first step, the imagi-
nary time interval [0, β] is divided (Trotter discretization) into L steps of size

∆τ =
β

L
(2.34)

Now the thermodynamic partition function can be expressed in terms of these
time slices

Z = Tr(e−βH) = Tr(
L∏
i=1

e−∆τH) (2.35)

and one can apply the Trotter-Suzuki decomposition [39]

e−∆τH = e−
∆τH0

2 e−∆τH1e−
∆τH0

2 +O(∆τ3) (2.36)

Using the cyclic property of the trace one arrives at

Z ≈ Tr(
L∏
i=1

e−∆τH0e−∆τH1) (2.37)

with an error of the order ∆τ2. With the use of Hirsch’s identity for a purely
locally interacting Hamiltonian,

e−∆τU(ni↑ni↓− 1
2 (ni↑+ni↓)) =

1

2

∑
si=±1

easi(ni↑−ni↓) (2.38)

where
cosh(a) = e

∆τU
2 (2.39)

one can introduce an auxiliary Ising field (so called Hubbard-Stratonovich
field) so that the interacting problem has been mapped onto the sum over all
possible configurations of the auxiliary field of non-interacting Ising-spins. The
partition function becomes [30]

Z =
∑

{s1,...,sL}

det
[
G−1
↑ (s1, ..., sL)

]
det
[
G−1
↓ (s1, ..., sL)

]
, (2.40)

which requires the summation over 2L configurations. Therefore, in QMC, the
interacting Green function is calculated by stochastic Monte Carlo sampling,
where det

[
G−1
↑ (s1, ..., sL)

]
det
[
G−1
↓ (s1, ..., sL)

]
is the stochastic weight and

the configurations {s1, ..., sL} are the outcome of a Markov process which vis-
its configurations of Ising variables with a single spin-flip dynamic. For a more
rigorous derivation of the Hirsch-Fye QMC algorithm see Sec. VI. A1b in [30].

From the description and practical applications of the Hirsch-Fye QMC method
three immediate drawbacks emerge [40]:
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1. It requires an equally spaced time discretization.

2. At large interactions and low temperatures difficulties in managing the
discretization and equilibration arise and particular care should be taken
to treat the systematic errors introduced by the Trotter discretization (see
[17]).

3. In the multi-orbital case, treating the SU(2)-invariant local interactions be-
comes very challenging.

At least parts of those drawbacks can be overcome by another QMC technique
called continuous time QMC (CTQMC), whose fundamental concept is avoid-
ing the time discretization by sampling in a diagrammatic expansion, instead of
sampling the configurations in a complete set of states (see [40] and [41]).

2.2.3 Successes and limitations of the DMFT

DMFT nowadays is a well-established, successful and applicable technique in
the field of strongly correlated electron systems. In this respect, one can men-
tion here the famous statement of P. Anderson (Nobel prize for his “fundamental
theoretical investigations of the electronic structure of magnetic and disordered
systems” in 1977) [42]:

“In theory, the big news is the DMFT which gives us a system-
atic way to deal with the major effects of strong correlations. After
nearly 50 years, we are finally able to understand the Mott transi-
tion, for instance, at last.”

- P. W. Anderson

In fact, the non-perturbative nature of DMFT has allowed, for the first time, for
a coherent and general description of the Mott-Hubbard transition: In Fig. 2.8
one of the most known DMFT results is shown, i.e. the evolution of the local
spectral function in the half-filled Hubbard model. This result demonstrates how
the MIT occurs in the limit of high coordination number, as a result of purely lo-
cal quantum fluctuations.

However, the success of this theory should not lead to forget that there exist
some important limitations of DMFT:

1. While local quantum fluctuations are fully taken into account by DMFT,
due to its mean field nature in space, spatial correlations are totally ne-
glected. This has the immediate consequence that DMFT will perform
poorly in all situations in which these correlations become crucial, e.g.
in the vicinity of (second-order) phase transitions where the correlation
length is diverging. Also for the description of low dimensional systems,
such as layered, surface- and nano-systems non-local spatial correlations
play an important role and have to be considered.

2. If DMFT is applied to not infinitely coordinated systems, its self-consistency
is guaranteed at the one-particle level only. This means that for d 6= ∞
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Figure 2.8: Illustration of the MIT by the density of states (DOS) resulting from DMFT-calculations
for the half-filled Hubbard model (taken from [43]). In the case of independent electrons, the
DOS is half-elliptically shaped (a). At intermediate coupling ((b) and (c)) one can observe the
development of a three-peak structure (with a quasiparticle peak at the Fermi energy), whereas for
strong coupling, the DOS splits into two Hubbard bands with a gap in between (d). This marks the
occurrence of the MIT.

the momentum-integrated density-density correlation function of the lat-
tice computed in DMFT is not equal to the corresponding quantity of the
associated AIM: ∑

~q

χ(~q) 6= χAIM
loc (2.41)

leading to an intrinsic ambiguity in the calculations at least of the local
response functions.

To overcome these limitations, one has to take a step beyond DMFT, as it is
discussed in the following section.

2.3 Going beyond DMFT

Among all existing extensions of DMFT, one can essentially individuate two
classes: cluster extensions and diagrammatic extensions. In a nutshell the
former are based on a simple generalization of the DMFT algorithm from a
single site to a cluster of sites (either in real or in momentum space), whereas
the later aim at including the most relevant non-local diagrams to the DMFT.

2.3.1 Cluster extensions of DMFT

Several methods of cluster extensions of DMFT have been proposed, for in-
stance
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• cellular dynamical mean field theory (CDMFT), based on clusters in real
space and

• dynamical cluster approximation (DCA), based on clusters in momentum
space.

This section will focus on the DCA as is has been used throughout this the-
sis for performing cluster calculations. More details on CDMFT (as well as on
DCA) can be found in [44]. This introduction essentially follows [45].

Quantum cluster approaches systematically include non-local correlations to
DMFT by mapping the infinite periodic lattice onto a finite sized cluster prob-
lem. This implies that spatial correlations are fully included up to the size of
such a cluster, while spatial correlations on larger scales are treated still at a
mean field level.

In the DMFT the Green function Gloc is coarse grained over the whole Bril-
louin zone

Gloc(ω) =
∑

~k∈1st BZ

G(~k, ω), (2.42)

which results in a momentum independent self-energy. In the DCA, instead,
the reciprocal lattice is divided into Nc cells of size ∆k (see Fig. 2.9). Note
that the coarse graining is only performed within each cell so that non-local
spatial correlations up to a length of ξ ≈ π

∆k are taken into account. This new
cluster problem can be solved again by techniques as Hirsch-Fye QMC [36] or
CTQMC (especially in its weak-coupling version, [40]), until the (in this case
DCA) self-consistency is reached.

Figure 2.9: Coarse graining cells in DCA for Nc = 8 that partition the first Brillouin zone. The cells
are centred at a cluster momentum ~K. To construct the DCA cluster ~k is mapped to the nearest

cluster centre ~k so that ~̃k = ~k − ~K remains in the cell around ~K (taken from [45]).
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Figure 2.10: Diagrammatic content of the dynamical vertex approximation (DΓA). The DΓA claims
the locality of the two-particle fully irreducible vertex Λ, which can, hence, be calculated directly
from the single-site AIM. The (local) vertex Λ represents the crucial input for the DΓA calculations,
which can, in this way, include spatial correlations at all length scales beyond DMFT (taken from
[33]).

DCA, as well as other cluster extensions of DMFT) has been successfully ap-
plied in many cases (see [44]). However, if the inclusion of spatial correla-
tions on all length scales is needed, one has to abandon the cluster extension
schemes and adopt the complementary treatment of the diagrammatic method
described in the next section.

2.3.2 Diagrammatic extensions of DMFT

The dynamical vertex approximation

A different, complementary approach for including non-local correlations is the
systematic inclusion of non-local Feynman diagrams beyond DMFT. Diagram-
matically speaking, as discussed in section 2.2 and Fig. 2.6, the DMFT self
energy consists of all connected one-particle irreducible local diagrams. A pro-
posal advanced by A. Toschi, K. Held and A. Katanin in 2007 was to push the
requirement of locality one level higher in the hierarchy of diagrams, namely
at the two-particle level [46]. More specifically, the two-particle quantity corre-
sponding to the self-energy for which the assumption of locality is made, is the
so-called two-particle fully irreducible vertex Λ (Fig. 2.10), often also indi-
cated by Γirr

8, from which the name dynamical vertex approximation (DΓA)
originally stems. Note that the locality at the two-particle level does not imply
the locality at the one-particle level at all, so that spatial correlations at all length
scales can now be included systematically and in a fully non-perturbative way.

As for the validity of the DΓA, it is clear from the discussion above that it
crucially depends on the properties of the fully irreducible vertex. Hence, a
rigorous examination of this vertex function, which has hitherto never been
performed, is indicated. Therefore, in chapter 3 the frequency structure of the
local fully irreducible vertex (and other two-particle quantities introduced in sec-
tion 2.4) is being analysed for the first time. Furthermore, in chapter 4, also the
non-local structures of these objects are calculated and investigated, provid-
ing essential information for the applicability of the diagrammatic extensions of
DMFT.

8For a definition of irreducibility at the two-particle level see subsection 2.4.2.
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Other approaches

Another approach for including long-range spatial correlations in DMFT is the
dual fermion (DF) method. In DF these correlations are treated systemati-
cally by introducing additional auxiliary degrees of freedom via a Hubbard-
Stratonovich transformation for the non-local degrees of freedom, which are
called dual fermions. A subsequent integration of the local degrees of free-
dom yields a new problem in terms of the dual fermions which interact via the
reducible local 4-point full vertex F (see section 2.4) of the AIM 9. For a detailed
description of the DF approach and its application to the two-dimensional Hub-
bard model, see [48, 49] and also [50].

2.3.3 Two-particle quantities: crucial ingredients

Both diagrammatic extensions of DMFT, the DΓA and the DF method, are
based on local two-particle quantities calculated at the level of the AIM. Fur-
thermore, two-particle quantities are essential for the calculation of momentum-
dependent response functions ([30, 40] and also [51] for an alternative method
to compute momentum- and frequency-dependent response function from a
DMFT or DCA input). As a detailed and systematic study of the DMFT (or
DCA) vertex functions has never been performed so far (with the recent excep-
tion of [52]), it is definitely worth taking a look at general properties of non-local
two-particle quantities, which are presented in the following section, before the
corresponding numerical results are given in chapter 3 and 4.

2.4 Two-particle quantities

As the notation for and fundamental relations between two-particle quantities
are expatiated in [52, 53], in this section I will explicitly recall the facts that are
important to this work.

2.4.1 The two-particle Green function and the generalized
susceptibility

The general n-particle Green function is defined as [26]:

Gn;σ1,...,σ2n = (−1)n
〈
T c†σ1

(τ1)...cσ2n(τ2n)
〉

(2.43)

For n = 1 the one-particle Green function (Eq. 2.2) is recovered. In the
two-particle case, however, the generalized susceptibility is typically used10,
which is defined as follows [52]:

χσ1,σ2,σ3,σ4 = G2;σ1,σ2,σ3,σ4(τ1, τ2, τ3, τ4)−G1;σ1,σ2(τ1, τ2)G1;σ3,σ4(τ3, τ4)
(2.44)

9Note, that in principle the exact integration of the local degrees of freedom would yield also
higher vertex function (6-point, 8-point etc.) for the dual fermion interaction. These contributions
are, however, usually neglected. In this context, see also the discussion in [47].

10because of its direct connection to physical susceptibilities and response functions
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Similarly to the one-particle Green function, one can restrict the considered
imaginary time interval to [0, β] and take into account the time-translational
invariance of the Hamiltonian which results in setting the time τ4 = 0:

χσ1,σ2,σ3
= G2;σ1,σ2,σ3,σ4

(τ1, τ2, τ3, 0)−G1;σ1,σ2
(τ1, τ2)G1;σ3,σ4

(τ3, 0) (2.45)

Then the Fourier transform of this quantity can be defined for convenience in
two different ways:

χν,ν
′,ω

ph;σ,σ′ =

β∫
0

dτ1dτ2dτ3 χσ,σ′(τ1, τ2, τ3)e−iντ1ei(ν+ω)τ2e−i(ν
′+ω)τ3 (2.46)

or

χν,ν
′,ω

pp;σ,σ′ =

β∫
0

dτ1dτ2dτ3 χσ,σ′(τ1, τ2, τ3)e−iντ1ei(ω−ν
′)τ2e−i(ω−ν)τ3 (2.47)

respectively. Here, ν= π
β (2n+1) and ν′= π

β (2n′+1) denote fermionic Matsubara
frequencies whereas ω = π

β 2n denotes a bosonic Matsubara frequency (see
Eq. 2.4). Both conventions are illustrated and contrasted with each other in
Fig. 2.11. Since there exist relations for expressing one convention in terms of

Figure 2.11: Illustration of particle-hole (left) and particle-particle (right) scattering convention ac-
cording to [52].

the other one
χν,ν

′,ω
pp;σ,σ′ = χν,ν

′,ω−ν−ν′

ph;σ,σ′ , (2.48)

one can stick to the particle-hole notation, which is therefore used mostly in
this thesis.

Furthermore, it is useful to divide the general susceptibility into a part of bubble
terms, which includes the independent propagation of two particles, and a part
which stems from the explicit interaction among the two particles, i.e. the so
called vertex corrections:

χν,ν
′,ω

σ,σ′ = χν,ν
′,ω

0 δσσ′ −Gσ(ν)Gσ(ν + ω)F ν,ν
′,ω

σ,σ′ Gσ′(ν′)Gσ(ν′ + ω) (2.49)

with the (one-particle like) bubble term

χν,ν
′,ω

0 = −βGσ(ν)Gσ(ν + ω)δνν′ (2.50)

The two terms are also illustrated diagrammatically in Fig. 2.12.

The second contribution, F , is called the full vertex function as it consists
of all connected two-particle diagrams, and it can be physically interpreted as
the scattering amplitude of two quasiparticles [26, 52].
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Figure 2.12: Illustration of the division of the general susceptibility into a bubble term and vertex
corrections (taken from [52]).

2.4.2 Reducibility at the two-particle level and the Parquet
equation

The concept of reducibility and irreducibility at the two-particle level is defined
analogously to the one-particle level (see sec. 2.1.2): in fact, by simply extend-
ing the irreducibility definition of the self-energy diagrams at the one-particle
level, one can say that all connected diagrams which cannot be separated in
two parts by cutting two internal fermionic lines are “fully irreducible at the two-
particle level” (this is the case, e.g. for the vertex function Λ shown in Fig.
2.13). However, when considering reducible diagrams the situation at this dia-
grammatic level is more subtle, because there are three different ways (often
called channels) to establish such a cut, and, hence, a given diagram can be

1. reducible in the particle-particle channel (e.g., diagram Φpp in Fig. 2.13),

2. reducible in the transverse particle-hole channel (e.g., diagram Φph in Fig.
2.13) and

3. reducible in the longitudinal particle-hole channel (e.g., diagram Φph in
Fig. 2.13).

In general, one can show11 that a diagram is either fully irreducible (i.e. irre-
ducible in every channel) or reducible in exactly one channel, so that a classifi-
cation of every two-particle diagram appearing in F is possible via the so-called
parquet equation:

F = Λ + Φpp + Φph + Φph (2.51)

where Λ denotes the fully irreducible vertex and the Φr denote the reducible
vertices in channel r = (pp, ph, ph). Lowest order examples for each class of
these diagrams are depicted in Fig. 2.13.

2.4.3 The Bethe-Salpeter equation

A simpler, but important and more known way of dividing reducible and irre-
ducible diagrams in one channel r and relating them with the full vertex is the

11see reference 41 in [52]
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F = Λ + Φpp + Φph + Φph

all diagrams, e.g.:

2 3

1 4

,

1

2 3

4

,

1

2 3

4

,

1

2 3

4

all diagrams fully irreducible
reducible in particle-particle

channel 13-24

reducible in particle-hole

channel 12-34

reducible in particle-hole

channel 14-23

Figure 2.13: Visualization of the different parts of the Parquet equation (taken from [52]). Λ denotes
the fully irreducible vertex and the Φr denote the reducible vertices in channel r = (pp, ph, ph).
Lowest order examples for each type of diagrams are shown.

following:
F = Γr + Φr (2.52)

where Γr denotes the (two-particle) irreducible vertex in channel r and Φr
the corresponding reducible one. For instance, in Fig. 2.13 the diagrams on
the right-hand side of the equation can be divided into “reducible in the particle
hole-channel” (Φph) and “irreducible in the particle-hole channel” (Λ, Φpp and
Φph):

F = Λ + Φpp + Φph︸ ︷︷ ︸
Γph

+Φph (2.53)

Expressing F via a Dyson-like equation one obtains the well-known Bethe-
Salpeter equation

F = Γr +

∫
ΓrGGF (2.54)

where the integral is a compact way to indicate the summation over all internal
degrees of freedom.

2.4.4 Spin-dependence of the two-particle quantities

As it is evident from the definitions in subsection 2.4.1, the spin dependence
of the vertex functions can be reduced to the SU(2)-symmetric case, which
will be always analysed here, there are three independent spin combinations:
↑↑, ↑↓, ↑↓ (see also [52]). So with the three different channels r = pp, ph, ph
of the irreducible vertex Γr there are only nine possible combinations, which
can be reduced to four independent channels12. These are called density or
charge (d or c), magnetic or spin (m), singlet (s) and triplet (t) channels and
are defined explicitly in the following way:

Γν,ν
′,ω

d = Γν,ν
′,ω

ph,↑↑ + Γν,ν
′,ω

ph,↑↓ (2.55)

Γν,ν
′,ω

m = Γν,ν
′,ω

ph,↑↑ − Γν,ν
′,ω

ph,↑↓ (2.56)

Γν,ν
′,ω

s = Γν,ν
′,ω

pp,↑↓ − Γν,ν
′,ω

pp,↑↓ (2.57)

Γν,ν
′,ω

t = Γν,ν
′,ω

pp,↑↓ + Γν,ν
′,ω

pp,↑↓ (2.58)

12by usage of the SU(2)-symmetry and so called crossing symmetry [52].
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Here, σ, σ′ and σ, σ′ denote the spin channels for an arbitrary vertex V deter-
mined by

Vσ,σ′ = Vσ,σ,σ′,σ′ (2.59)
Vσ,σ′ = Vσ,σ′,σ′,σ (2.60)

Obviously, at the level of the fully irreducible vertex Λ and full vertex F only two
of those channels are independent (e.g. ↑↑ and ↑↓).

2.4.5 Approximations at different vertex levels

Before discussing the new results obtained in this thesis, it is instructive to add
some physical insight to the formal classification of the two-particle diagrams
by analysing how some of the well-known approximation schemes of many-
body theory can be obtained via approximating different two-particle quantities
defined in the previous section. These approximations are summarized in table
2.1.

Vr Static (Vr = U ) Dynamic, local (Vr = V locr )

F second order perturbation theory

Γr RPA, FLEX, pseudopotential parquet Ladder DΓA

Λ parquet approximation (PA) DΓA

Table 2.1: Diagrammatic approximations at different vertex levels. Vr = F,Γr,Λ denotes the
vertex which is replaced either with the static local interaction U or its corresponding dynamical but
local counterpart Vr = Vlocr .

Remaining at the shallow level of the full vertex F and replacing F with the
static and local interaction U (e.g. in the Dyson-Schwinger equation of motion
for the self-energy) one obviously obtains just the simple expressions of the
second order perturbation theory.

Going one level deeper in the diagrammatics and replacing Γr with U in each
channel, the calculated F will correspond to13 the random phase approxima-
tion (RPA) (see e.g. [25]), fluctuation exchange approximation (FLEX) [54, 55]
and pseudopotential parquet approximation [5]. On the other hand, whereas
substituting Γr with its (frequency dependent) local counterpart results in the
ladder version of the DΓA (also known as Moriyasque DΓA [47, 56]), which
has been used successfully for describing the pseudogap in the cuprates (2D)
and determining the critical exponents of the Hubbard model in three dimen-
sions [56].

13depending on how the substitution is technically done, see [52] for details
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If, finally, one moves on to the deepest level of the diagrammatics, on can re-
place the fully irreducible vertex Λ by the bare interaction U : this corresponds
to the so called parquet approximation [5, 57, 58]. Finally, if one substitutes the
fully irreducible vertex with its (frequency-dependent) local counterpart, one
arrives at the full non-perturbative description of the DΓA [46].
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Chapter 3

Results: Local two-particle
vertex functions in DMFT

As discussed before, DMFT constitutes a very successful tool to analyse the
local part of electronic correlation. For finite dimensional systems, however,
the DMFT self-consistency is guaranteed at the one-particle level only (i.e.
for the Green function and the self-energy). On the other hand, very impor-
tant information is also enclosed in the two-particle local vertex functions of
DMFT, as they are needed (i) for the calculation of momentum dependent re-
sponse functions (i.e. susceptibilities χ(~q)) at the level of DMFT and (ii) for
the diagrammatic extensions of DMFT. Only very recently (see [52]) the first
systematic analysis of local two-particle vertex functions has been performed
in DMFT. However, in that work the numerical restrictions of the exact diago-
nalization (ED) solver have prevented carrying out a complete physical inter-
pretation of the two-particle vertex properties in relation to the phase-diagram
of the Hubbard model and, hence, to the Mott metal-insulator transition. Here,
by adopting a much more efficient impurity solver than ED, namely quantum
Monte Carlo (QMC), those properties have been readily analysed in all inter-
esting regions of the Hubbard model phase diagram. Furthermore, this algo-
rithm is also extendible to (DCA) cluster calculations for the inclusion of (short-
ranged) spatial correlations, which are necessary for the investigation of the
momentum-dependence of the vertex quantities (see chapter 4). This chapter
is structured in the following way: in section 3.1 the numerical results for the
frequency dependence of the local vertex quantities are analysed. In section
3.2 the main structure of the irreducible vertex functions, i.e. their divergen-
cies, are described for the first time along the whole phase diagram. Possible
explanations and physical interpretations of these results are discussed in 3.3.

3.1 Frequency dependencies of the local two-particle
quantities: DMFT results

Before illustrating the main outcome of the new QMC results for the frequency
dependence of the local vertex functions in DMFT, a recapitulation of the re-
sults recently reported in [52] is carried out in subsection 3.1.1 and a compar-

33
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ison with the results obtained here with the DMFT(QMC) algorithm is done in
subsection 3.1.2.

3.1.1 Literature results in exact diagonalization

In the work by G. Rohringer et al. ([52]), the frequency structure calculations
of the local two-particle quantities for the three-dimensional Hubbard model1

have been mainly performed for an interaction strength of U = 0.5, which is
small enough in order to compare those structures to perturbation theory, at an
inverse temperature of β = 26.0 and at half-filling (i.e. the chemical potential
is fixed to µ = U

2 ). A selection of these results is displayed here in particle-
hole notation and at zero bosonic frequency (though results for finite bosonic
frequencies also exist). Note that, due to the particle-hole symmetry [52], at
half-filling all local vertex quantities are purely real (see [52]).

Full vertex F

Fig. 3.1 shows the frequency dependence of the real parts of the local full ver-
tex F , as defined in Eq. 2.49, in the density and magnetic channel respectively:

F νν
′ω

d = F νν
′ω

↑↑ + F νν
′ω

↑↓ (3.1)

F νν
′ω

m = F νν
′ω

↑↑ − F νν′ω
↑↓ (3.2)

and the (trivial) lowest-order constant terms U or −U respectively have been
subtracted. Dark and light blue indicate negative values of this difference,
whereas yellow, red and violet denotes positive ones and white is zero.
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Figure 3.1: Frequency dependence on the fermionic Matsubara frequencies ν and ν′ of the full
vertex functions in the density (left, Fd − U ) and magnetic (right, Fm + U ) channel for vanishing
bosonic frequency ω = 0, U = 0.5, β = 26.0 and half filling (taken from [52]). Dark and light blue
indicate negative values of this difference, whereas yellow, red and violet denotes positive ones
and white is zero.

Following [52], one can easily trace the different features of the vertex func-
tions by considering the lowest order perturbation diagrams which are shown
in Fig. 3.2 for F↑↑ and Fig. 3.3 for F↑↓ respectively: From the analysis of Fig.

1Note: Although the dimensionality of the Hubbard model used in [52] is not the same as the
one of the implemented QMC algorithm in this work, the results can be still qualitatively compared,
because the variances of the density of states, which is the essential parameter determining the
kinetic energy scale in a DMFT calculation, have been adjusted to be equal. This corresponds
to rescale all data with the energy scale D = 4t for the two-dimensional and D = 2

√
6t for the

three-dimensional case.
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ν ↑ ν ′ ↑

(ν + ω) ↑ (ν ′ + ω) ↑

ν1 ↓

(ν1 + ω) ↓

(ν + ω) ↑ (ν ′ + ω) ↑

ν ↑ ν ′ ↑

ν1 ↓ (ν1 + ν ′ − ν) ↓

P1

P2

Figure 3.2: Lowest order perturbation diagrams for F↑↑ (taken from [52]).

ν ↑ ν ′ ↓

(ν + ω) ↑ (ν ′ + ω) ↓

(ν + ω) ↑ (ν ′ + ω) ↓

ν ↑ ν ′ ↓

ν1 ↑ (ν1 + ν ′ − ν) ↓

ν ′ ↓ν ↑

(ν + ω) ↑ (ν ′ + ω) ↓

ν1 ↓

(−ν1 + ν + ν ′ + ω) ↑
P3

P4

P5

Figure 3.3: Lowest order perturbation diagrams for F↑↓ (taken from [52]).

3.1 and the comparison with the lowest order perturbation diagrams of Fig. 3.2
and 3.3, one can easily identify and interpret the main frequency structures
appearing in F :

• One observes a non-vanishing constant background present which stems
from “bubble” diagrams which are independent from the two internal Mat-
subara frequencies ν and ν′ like P1 in Fig. 3.2, i.e. from reducible contri-
butions in the ph channel.

• The main diagonal (i.e. the enhanced scattering rate around ν = ν′) is
the result of bubble diagrams which internally depend on the difference
ν− ν′ like P2 in Fig. 3.2 or P4 in Fig. 3.3, i.e. from reducible contributions
in the ph channel.

• The secondary diagonal stems from enhanced scattering rates with to-
tal energies at the Fermi level, i.e. ν + ν′ = −ω, i.e. from reducible
contributions in the pp channel. A corresponding diagram is P5 in Fig.
3.3.

• Finally one also observes a (less intense) centred cross structure that
results from third-order perturbation diagrams [52].

While the identification of these principal structure in the vertex function F with
the lowest-order perturbation theory diagram would be formally applicable in
the weak-coupling limit only, quite remarkably it does not lose its validity even
for larger values of U : In that case, of course, all the bubble contribution dia-
grams discussed here will be internally “corrected” by their corresponding ver-
tex correction χbubble → χ [52]. Hence, even at larger values of U one can
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Figure 3.4: Frequency dependence on the fermionic Matsubara frequencies ν and ν′ of the irre-
ducible vertex functions in the density (first, Γd − U ), magnetic (second, Γm + U ), singlet (third,
Γs − 2U ) and triplet (fourth plot, Γt) channel for vanishing bosonic frequency ω = 0, U = 0.5,
β = 26.0 and half filling (taken from [52]). Dark and light blue indicate negative values of this
difference, whereas yellow, red and violet denotes positive ones and white is zero.

understand that these principal structures are mainly generated by reducible
processes in one of the different channels, as shown.

Irreducible vertices Γ in a given channel

Fig. 3.4 shows the frequency dependence of the real parts of the local ir-
reducible vertices Γ in the density Γνν

′ω
d and magnetic Γνν

′ω
m (in particle-hole

notation) and singlet Γνν
′ω

s and triplet Γνν
′ω

t channel in (particle-particle nota-
tion) respectively. Like for F the lowest-order constant terms U,−U and 2U
have been subtracted. Dark and light blue indicate negative values of this dif-
ference, whereas yellow, red and violet denote positive ones and white is zero.

On the basis of the observations in the case of the full vertex F , by repeating
the same kind of analysis at a deeper level of the diagrammatics, one would
expect that some of the features discussed for the full vertex F can be also
found for the irreducible vertices, while others will be missing. In particular, by
considering the frequency dependence of the irreducible vertex in each chan-
nel, one observes that the constant background and centred cross are missing
in comparison to the full vertex in Fig. 3.1, because those structures are the re-
sult of contributions from reducible diagrams in the longitudinal channel, which
are not included (per definition) in Γr. In contrast, the main and secondary
diagonal survive2, because for an irreducible vertex in channel r (Γr) these
enhancements stem from reducible contributions of other channels than the
selected one (r).

Fully irreducible vertex Λ

Finally, in Fig. 3.5 the frequency dependencies of the local fully irreducible ver-
tex Λ in the density Λνν

′ω
d = Λνν

′ω
↑↑ + Λνν

′ω
↑↓ and magnetic Λνν

′ω
m = Λνν

′ω
↑↑ −Λνν

′ω
↑↓

channel are shown. The constant terms U and −U have been subtracted. Also
here, dark and light blue indicate negative values of this difference, whereas
yellow, red and violet denotes positive ones and white is zero.

From the analysis of Fig. 3.5 one can note the following:

2As a side remark, one should note that the actual shapes of the “surviving” structures obviously
depend on the notation adopted: for instance, in particle-particle notation one still retrieves the
constant background and centred cross in the particle-particle channels, see [52].
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Figure 3.5: Frequency dependence on the fermionic Matsubara frequencies ν and ν′ of the fully
irreducible vertex functions in the density (left, Λd − U ) and magnetic (right, Λm + U ) channel for
vanishing bosonic frequency ω = 0, U = 0.5, β = 26.0 and half filling (taken from [52]). Dark
and light blue indicate negative values of this difference, whereas yellow, red and violet denotes
positive ones and white is zero.

1. All main frequency features discussed for F , which extended up to high
frequencies, are missing as it should be, because Λ cannot contain any
reducible contributions.

2. At low frequencies, however, one notes the formation of a significant fre-
quency (butterfly-shaped) structure.

3. At high frequencies, Λ is always given by the constant contributions:
Λν,ν

′→∞
d,m → ±U .

These significant frequency features of the fully irreducible vertex Λ cer-
tainly influence also one-particle quantities derived from the fully irreducible
vertex, e.g. the DMFT self-energy (see [52]), significantly. As discussed in sec-
tion 2.3, the frequency structure of the fully irreducible vertex is of the utmost
importance for one of the (non-cluster) diagrammatic extensions of DMFT, as it
provides, e.g., the fundamental input for the DΓA. As the low-frequency struc-
ture of Λ is not trivial and according to the (partial) analysis of [52] becomes
quickly more pronounced as U increases, one also can pose the interesting
question whether this fact also applies to the structure of the (non-local) quan-
tity in momentum space. This important issue is discussed in chapter 4.

3.1.2 Comparison of ED and QMC results

The analysis of G. Rohringer and co-workers, whose results have been shown
in subsection 3.1.1, is formally general, but numerically limited to selected
cases due to the huge numerical effort by performing two-particle quantities
in DMFT(ED). Much more efficient, as argued in subsection 2.2.2, is the usage
of the (Hirsch-Fye) QMC method as impurity solver. Also, ED cannot be rea-
sonably applied to cluster calculations as the DCA calculations, which had to be
carried out for analysing the momentum dependence of the two-particle vertex
functions in chapter 4. Considering these facts, the calculation of two-particle
quantities has been implemented and integrated in an existing DCA-code of O.
Gunnarsson, which uses Hirsch-Fye QMC as impurity solver. In this way, the
calculations will not only allow for a more thorough investigation and interpre-
tation of the frequency-dependence of the local vertex quantities of DMFT, but
also (with a bigger effort) for analysing their non-local counterparts (in terms of
their momentum-dependence, for instance) at the DCA level.
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Before analysing in more detail the physics emerging from two-particle quan-
tities, in this subsection the results obtained with DMFT(ED) presented in the
previous section, are compared to the DMFT(QMC) results of this thesis at
every diagrammatic level, in order to test the accuracy of the new QMC imple-
mentation and the numerics.

Fig. 3.6 shows the comparison of the general susceptibility χ in all four chan-
nels as results of DMFT(QMC) with DMFT(ED) used in [52] for the two-dimensional
half-filled Hubbard model (with D = 4t = 1) in a significant case of intermediate
coupling (U = 1.5, β = 20.0, ω = 0 and ν′ = π

β ).
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ω = 0 and ν′ = π

β
.

Fig. 3.7 exhibits the comparison at the level of the irreducible vertex chan-
nels (i.e. after the inversion of the local Bethe-Salpeter equations) and Fig. 3.8
at the level of the fully irreducible vertex (i.e. after the inversion of the local par-
quet equations) for the same set of parameters. In all these figures, turquoise
triangles indicate the DMFT(QMC) and red points the DMFT(ED) results. One
can observe that the agreement of DMFT(QMC) with DMFT(ED) is very good
at all levels of diagrammatics with the only exception of a slight deviation for
a single low-energy point in the fully irreducible vertex. This behaviour is due
to statistics of the QMC sampling scheme and the number of time slices in
the Trotter discretization of Hirsch-Fye QMC and can be improved systemat-
ically acting on these two parameters of the QMC algorithm. Similar results
have also been obtained for finite bosonic frequency and different fermionic
frequency cuts, demonstrating the correctness of the DMFT(QMC) algorithm
used in this thesis.



3.1. FREQUENCY DEPENDENCIES IN DMFT 39

-16

-8

 0

 8

 16

 24

 32

-4 -2  0  2  4

Γ
d

ν

-2

-1.5

-1

-0.5

 0

 0.5

-4 -2  0  2  4

Γ
m

ν

 0

 4

 8

 12

 16

 20

 24

-4 -2  0  2  4

Γ
s

ν

-3

-2

-1

 0

 1

 2

 3

-4 -2  0  2  4

Γ
t

ν

Figure 3.7: Comparison of irreducible vertices Γ in all four channels as results of DMFT(QMC)
(turquoise triangles) with DMFT(ED) (red points) as in [52] for U = 1.5, β = 20.0, ω = 0 and
ν′ = π

β
.

-40

 0

 40

 80

-3 -2 -1  0  1  2  3

Λ
d

ν

-40

 0

 40

 80

 120

-3 -2 -1  0  1  2  3

Λ
m

ν

-120

-80

-40

 0

 40

-3 -2 -1  0  1  2  3

Λ
s

ν

-40

 0

 40

 80

 120

-3 -2 -1  0  1  2  3

Λ
t

ν

Figure 3.8: Comparison of the fully irreducible vertex Λ in all four channels as results of
DMFT(QMC) (turquoise triangles) with DMFT(ED) (red points) as in [52] for U = 1.5, β = 20.0,
ω = 0 and ν′ = π

β
.



40 CHAPTER 3. LOCAL TWO-PARTICLE CORRELATION FUNCTIONS

-2

 0

 2

 4

 6

 8

 10

 12

-3 -2 -1  0  1  2  3

F
d

lo
c

ν-ν’

U=1.20

U=1.45

U=1.70

Figure 3.9: Enhancement of the main diagonal elements of the local density vertex Fd when ap-
proaching the MIT (β = 10.0, ω = 0).

3.2 Divergencies of the local irreducible vertices
and their physical interpretation

Going beyond the general observations of [52] reported in subsection 3.1.1
about the frequency dependence of the two-particle quantities in the weak-
coupling regime of the phase diagram, one can pose the question, in which
coupling region the strongest frequency dependence of the two-particle irre-
ducible vertices is found. Considering the presence of a MIT in the centre
of the phase diagram of the Hubbard model (and its intrinsic non-perturbative
nature), it is quite logical to expect some hallmark of it also in the frequency
structures of the vertex functions. In fact, in the following sections, data are
presented, which clearly show that strong enhancements (or rather divergen-
cies) of the frequency dependence of the vertex function exist, and that they
are indeed related in several waysto the not perturbatively describable physics
of the Mott metal-insulator transition.

3.2.1 Divergencies of the vertex at the Mott-transition

Analysing the evolution of the full vertex F at finite temperature with U , a pro-
gressive enhancement of the structure along the main diagonal at ν = ν′ can
be observed in the metallic regime by increasing U , which becomes extremely
pronounced approaching the MIT (see fig. 3.9 and also [52]). This behaviour
indeed has to be expected for the full vertex F and partly also for the vertices
Γ when approaching the MIT. As previously shown, in fact, the main diagonal
structure (and also the constant background, not shown) is originated in scat-
tering process reducible in the transverse particle-hole channel, contributing
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at the most for processes on the Fermi surface, i.e. ν − ν′ = 0. Specifically
exploring the connection to perturbation theory, one can identify the following
lowest order contributions to Fd and Fm (see [52] and Fig. 3.2 and 3.3):

P1 = +
U2

β

∑
ν1

G(ν1)G(ν1 + ω) = −U2χph,↑↑
bubble(ω) (3.3)

P2 = −U
2

β

∑
ν1

G(ν1)G(ν1 + ν′ − ν) = U2χph,↑↑
bubble(ν′ − ν) (3.4)

P3 = U (3.5)

P4 = −U
2

β

∑
ν1

G(ν1)G(ν1 + ν′ − ν) = U2χph,↑↓
bubble(ν′ − ν) (3.6)

P5 = −U
2

β

∑
−ν1

G(−ν1)G(ν1 + ν′ + ν + ω) = U2χpp,↑↓
bubble(ω + ν′ + ν)(3.7)

In these equations χph
bubble(ω) and χpp

bubble(ω) denote the bubble parts of the gen-
eralized susceptibility, built with the DMFT Green functions but without ver-
tex corrections in the particle-hole and particle-particle channel respectively,
whereas χph(ω) and χpp(ω) will be used to indicate the susceptibilities includ-
ing vertex corrections.

Approaching the MIT, by increasing U one will correct all bubbles appearing
(Eq. 3.3 to 3.7) with the corresponding vertex corrections (χbubble → χ). Out
of this it becomes clear, that all diagram contributions containing particle-hole
susceptibilities (i.e. background and main diagonal) will be strongly enhanced3

in the proximity of the MIT, because, at T = 0, the (vertex corrected) spin-spin
correlation function in the particle-hole channel (i.e. the local magnetic sus-
ceptibility χm(ω = 0) = χ↑↑(ω = 0) − χ↑↓(ω = 0)), see [59] and sec. VII/G
of [30], which reveals a Fermi-liquid behaviour in the metallic phase and the
formation of local moments in the insulating phase, diverges at the MIT, fol-
lowing Curie’s law in the insulating phase (see Fig. 3.10). Hence, the enhance-
ment of these frequency structures in F , which would even become divergent
for T → 0, can be easily understood as a direct hallmark of the MIT in the
Hubbard-model. Note that, since the main diagonal structure is conserved (al
least for specific channels, see subsection 3.1.1), also in the irreducible vertex
Γ these specific structure will be strongly enhanced. This kind of “divergen-
cies”, instead, are not to be expected (and indeed are not found) in the fully
irreducible vertex Λ as there no structure originating from reducible processes
survives. Therefore, one can exclude a divergency of the fully irreducible vertex
Λ as a reason of the enhancement of both the main diagonal and the constant
background in F , because Λ is fully irreducible and thus does not contain those
reducible contributions by definition.

3.2.2 Divergencies in the metallic phase

The divergencies of the vertex functions F and Γ (their background and main
diagonal) are a direct manifest of the MIT, and, hence, their interpretation is

3Note: Obviously, these enhancement cannot stem from bubble terms χbubble w GG, because
this product of two Green functions stays finite and would be even decreasing with U .
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Figure 3.10: Divergency of the local spin susceptibility χloc as a function of U
√

2/D for βD/
√

2 =
100 at the first-order metal-insulator transition obtained by exact diagonalization (taken from [30]).
In the limit T → 0 one would observe a real divergence.

quite straightforward. However, quite surprisingly these divergencies are not
the only ones. In fact, other, less expected, divergencies are found in one of the
irreducible vertices Γr, namely for the one in the density channel. Specifically,
following [60], the local irreducible density vertex Γνν

′

d (ω) can be extracted via
the inversion of the local Bethe-Salpeter equations:

Γνν
′

d (ω) =
[
χνν

′

d

]−1

ω
−
[
χνν

′

bubble

]−1

ω
(3.8)

where the notation here emphasizes, that for every external (bosonic) fre-
quency ω one obtains the value of the irreducible vertex Γνν

′

d (ω) by inverting
the corresponding generalized susceptibility as a matrix in the two fermionic
Matsubara frequencies ν and ν′. By doing this, one observes that, while at
small U one can perform the inversion without any particular problems, i.e. the
eigenvalues of χνν

′

d (ω) have all the same (positive) sign, a change of sign of
one of its eigenvalues is found for increasing U for the half-filled Hubbard model
(see also the unpublished appendix of [58]). The situation evidently reflects it-
self in a corresponding enhancement (i.e. in a divergence) and a change of
sign of the low-frequency structures in Γν,ν

′

d (ω). In order to illustrate exactly
how this happens, Fig. 3.11 shows the evolution of the irreducible density ver-
tex (subtracted by the first order contribution of the perturbation series) with U
at a constant inverse temperature of β = 10.0 and a bosonic Matsubara fre-
quency of ω = 0 with the same colour coding as in the previous sections.

Starting the analysis of Fig. 3.11 at U = 1.20, one can note that the “topology”
of the structure of the irreducible vertex resembles in its shapes and colours
(i.e. signs) the one of the weak-coupling structures discussed before (see also
Fig. 3.4) and the very same main and secondary diagonal can be definitely
identified in the density plot in the upper panel. Note also that this “topology”
(including also the sign of the irreducible vertex) in the weak coupling regime
can be accurately predicted by perturbation theory. In the lower panel, a cut
of the density plot at ν′ = π

β is presented (also marked by a dashed line in the
density plot), from which one can recognize that the scale of the vertex in this
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Figure 3.11: Density plots of the development of the local irreducible vertex in the density channel
Γd with U for β = 10.0 and vanishing bosonic frequency ω = 0 (upper row) and one-dimensional
frequency cut at ν′ = π

β
of the corresponding data. The position of the cut is visualized by the black

dashed line in the first plot at U = 1.20. One observes a change of sign of one of the eigenvalues
of χd for a U value between U = 1.27 and U = 1.28. Note also the change of scale between the
first and the other panels.

interaction region is about Γd ≈ 10− 20 at low fermionic Matsubara frequen-
cies. Correspondingly, the minimum eigenvalue of the susceptibility in Eq. 3.8
divided by its (DMFT) bubble part4 ( χd

χbubble
), is positive: λ = 0.1477.

Increasing the interaction to U = 1.27 one immediately observes a huge en-
hancement of the vertex function Γd at low frequencies, where it can reach
values of Γd ≈ 100− 300. Correspondingly, the magnitude of the lowest eigen-
value of χd decreases, while it still remains positive. The most abrupt change
in the behaviour of Γd, however, happens at the passage to U = 1.28: one of
the eigenvalues of χd changes sign between U = 1.26 and U = 1.28. This
has the immediate consequence that the corresponding irreducible vertex Γd
“diverges” at U ≈ 1.27 (because the determinant of χν,ν

′

d , which has to be
inverted in order to retrieve Γd, vanishes, see Eq. 3.8). This behaviour can be
directly visualized from the colour changes in the low-frequency regions of the
density plot which turn over abruptly from red to blue and vice versa. Note that,
despite of these dramatic changes of the vertex function Γd occurring at low
frequencies, its “asymptotic” high frequency behaviour remains stable along
this “transition”. The scale of the irreducible vertex and the magnitude (not its
sign!) of the minimum eigenvector of χd

χbubble
, however, is about the same as for

U = 1.27.

Proceeding further to the higher value of U = 1.30 one can see that the fre-
quency structure of the vertex function “calms down” in order to be alike the
one before the “transition” (i.e. the absolute magnitudes of both irreducible ver-

4This quantity can be used for convenience instead of the “bare” eigenvalue of χd, because the
bubble part always stays finite.
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tex and eigenvalue of χd
χbubble

), although with opposite sign at low frequencies
reflecting the fact that the sign of this eigenvalue keeps being negative.

To recapitulate, in addition to the standard divergencies of two-particle quanti-
ties at the MIT at Uc2 ≈ 3 as discussed in the previous section, also additional
divergencies occur for the irreducible vertex function in the charge channel be-
fore the MIT is reached Ũ ≈ 1.27� Uc2 (at least for this temperature β = 10.0)
well in the metallic phase. The question, which immediately emerges and is
therefore discussed in the following subsection, is, at which points of the (T ;U)
plane (i.e. in the phase diagram) those divergencies can also be observed.

3.2.3 Phase diagram

According to the (unpublished) appendix of [61], the values of the interaction Ũ
where the divergence of the local irreducible charge vertex Γd happens should
not depend on the temperature, i.e. that the divergency line should be a
straight line in the phase diagram. However, according to the calculations in
this thesis, seems not to be the case.

In the plot of the phase diagram in Fig. 3.12, the values of (T̃ ; Ũ) for which
a change of the sign of one of the eigenvalues of χνν

′

d (ω) occurs (red filled cir-
cles), are reported. For a better reference, the position of the MIT in the phase
diagram is marked with blue dots (taken from [17]).
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From the analysis of the T̃ (Ũ) curve, three different regions can be individu-
ated:

(I) For high temperatures, the value of U at which the divergency of Γd
takes place, depends linearly on the temperature:

Ũ ∝ T̃ (3.9)

Because of Eq. 3.9 the high-temperature limit corresponds to a large in-
teraction, i.e. to strong coupling. Hence, in region I one will have U, T � t
which would correspond, asymptotically, to the atomic limit. Therefore,
the behaviour of this region can be verified and understood using analyt-
ical calculations (see subsection 3.3.1).

(II) For low temperatures the curve bends towards the value Ũ(T̃ → 0) w
1.5, which is, however, a far lower value than the MIT transition interaction
strengths of Uc1 ≈ 2.35 and Uc2 ≈ 2.58, while “resembling” to some
extent the shape of the MIT curve.

(III) In the intermediate temperature regime, the curve starts to bend, dis-
playing a specific shape, which appears somehow to “avoid” the critical
second-order endpoint of the MIT.

Considering the “peculiar” shape of the whole instability line, one would natu-
rally be tempted to interpret it as a precursor of the MIT. However, for a precise
and quantitative understanding, the following important points also have to be
considered:

• While Γνν
′

d “diverges” at the instability line nothing happens to the corre-
sponding thermodynamic local (charge) susceptibility.

χd(ω = 0) =
∑
ν,ν′

χνν
′

d (ω = 0) (3.10)

which is simply smoothly decreasing with U for a fixed T in the whole
phase diagram.

• At larger values of U , closer to the metal-insulator transition, one ob-
serves the occurrence of similar “instabilities” also in the particle-particle
up-down channel (see again Fig. 3.12).

• The only irreducible vertex channel which seems to be unaffected is the
particle-hole spin (i.e. the magnetic) channel.

In contrast to the divergencies directly related to the MIT via reducible pro-
cesses of the local spin susceptibility discussed in the last section, the inter-
pretation these new low-frequency features in the vertex functions is related
to processed taking place at a deeper level of the diagrammatics and, there-
fore, not straightforward. Hence, in the next section, possible interpretations of
these divergences are proposed and discussed in detail.



46 CHAPTER 3. LOCAL TWO-PARTICLE CORRELATION FUNCTIONS

3.3 Possible interpretations of the divergencies of
the local irreducible vertices

As the occurrence of vertex divergencies in the metallic phase has never been
discussed in detail in previous works, and, in particular, no physical interpre-
tation of these divergencies has been provided hitherto in the context of many
body theory, a careful and step-by-step discussion of these new theoretical
findings is needed here. Aiming on a structured analysis of the phase diagram
of the divergencies of the local irreducible vertex Γd (i.e. the points (T̃ , Ũ)),
it is worth to start by recalling the three separate regions of the T̃ (Ũ) phase
diagram:

(I) For the high temperature region, Ũ and T̃ depend linearly on each other.
This regime corresponds to the atomic limit (t = 0), which will be analysed
in more detail in subsection 3.3.1.

(II) For very low temperatures, where the T̃ (Ũ) curve bends and reaches a
finite value at about Ũ(T̃ = 0) ≈ 1.5. Here, quantum effects (grossly
speaking, the interplay between potential and kinetic energy of the quan-
tum system) prevails on temperature effects. For theses effects one can-
not rely on any analytical calculation, but some insight can be gained by
considering the results of NRG calculations (see [34]) as well as ana-
lytic calculations within the coherent potential approximation (CPA), al-
though not for the Hubbard model itself, but the Falicov-Kimball model.
The physics of this region will be explored in subsections 3.3.2 and 3.3.3.

(III) In the intermediate temperature regime, from the shape of the curve one
can naturally suppose a gradual crossover taking place between the two
regimes.

Furthermore, a suggestive link the vertex instability to non-equilibrium proper-
ties of the Hubbard model can be also examined, which is done in subsection
3.3.4.

3.3.1 The atomic limit

Starting point for the discussion of the vertex divergencies of the irreducible
vertices is the study of the strong coupling/high temperature regime, i.e., large
values of T and U . In this region of the phase diagram obviously only these
two independent energy scales survive, and hence, the physics of this region
will be governed by the ratio U

T . In fact, this corresponds in Fig. 3.13 to the
region where the transition curve of Γd is simply a straight line for large values
of U and T , i.e., the behaviour is given by a linear function U = cT .

Evidently, the exact value of the constant c can be obtained analytically from
corresponding atomic limit calculations in the following way ([52, 62]): starting
from the analytical expression for the full vertex F in the atomic limit (see ap-
pendix in [62]) one can show that the two column vectors χν=π/β,ν′(ω=0)

d and
χ
ν=−π/β,ν′(ω=0)
d of the χν,ν

′(ω=0)
d -matrix become exactly equal (and hence the
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matrix χν,ν
′(ω=0)

d becomes singular) for a value of

U

T
= Uβ =

2π√
3

(3.11)

[63]. More specifically, one can also note that the eigenvector which corre-
sponds to the exactly vanishing eigenvalue λ = 0 of χd has a very peculiar
structure, namely

Eνλ=0,d =
1√
2

(δν,1 − δν,−1). (3.12)

Quite remarkably, the exact result of Eq. 3.11 can be directly connected to
region (I) in the phase diagram of Fig. 3.13, as a (almost perfect) linear relation
between Ũ and T̃ with the same proportionality coefficient 2π√

3
can also be ob-

served for the case of a finite bandwidth (see Fig. 3.13). In fact, the instability
curve of Γd of Fig. 3.13 can be well described by the atomic limit result Eq. 3.11
in a quite large region of the phase diagram, e.g. down to values of U ≈ 2.0
(i.e. U equals the bandwidth) and T ≈ 0.5. Correspondingly, on also observes
that the structure of the eigenvector Eνλ=0,d in this regime of the U/T -phase
diagram resembles to a large extent that of the atomic limit (see Fig. 3.14): it
consists mainly of two peaks at the lowest (positive and negative) Matsubara
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frequency.

However, one cannot expect that the physics of the atomic limit would also
be sufficient to explain the observed results of the low-temperature metallic
regions (II) and (III). And, indeed, the situation gradually changes when ap-
proaching lower values of U and T . At a value of T ≈ 0.5 one observes devia-
tions from the high-T linear behaviour of Eq. 3.11 with a bending of the curve
towards higher U values in the phase diagram. The minimal Ũ value is reached
between T ≈ 0.15 and T ≈ 0.10. For even lower temperature (T . 0.10), as
mentioned in section 3.2.3, the shape of the transition curve seems to be “af-
fected” by the presence of the MIT, which is located, however, at much larger U .

Similarly, as for the transition curve itself, one observes a qualitative change
in the structure of the eigenvector Eνλ=0,d, when going from high to low U and
T values. While in the atomic limit this eigenvector consists only of two delta-
like peaks at the lowest (positive and negative) Matsubara frequencies, in the
low-temperature regime this structure becomes much richer in the sense that
the weight of the (normalized) eigenvectors corresponding to the zero eigen-
value λ = 0 is distributed among many Matsubara frequencies (see Fig. 3.14).

A possible interpretation of the interplay between these two energy scales is
that in the high-U and high-T regime the physics is mainly controlled by U

T ,
while, when approaching lower temperatures such as T ≈ 0.10, a third energy
scale, i.e. the kinetic energy parameter t, also starts to play a crucial role. In
this situation, quantum fluctuations will have very important effects, especially
in the limit of T → 0.
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3.3.2 NRG calculations for zero temperature and kinks in
the specific heat

The understanding of the region (II) of the phase diagram where quantum fluc-
tuations are predominant is of course more challenging, because the relation
with the analytical results of the atomic limit loses its validity. In particular, one
can consider the results for inspecting the evolution of the spectral function
of the half-filled Hubbard model with the interaction U (see for instance Fig.
3.15 from [64] for a hypercubic lattice5. The spectrum has been calculated with
DMFT(NRG) for zero temperature. Note that the unit convention in this figure
differs from that used in this thesis: Uthesis = 2.9

4 UNRG). In agreement with the
general DMFT description of the MIT (see subsection 3.2.1), the DMFT(NRG)
data display three different shapes:

1. In the weak coupling regime (up to U ≈ 1.45), a quasiparticle peak is
present, which is accompanied by two plateaus or shoulders (as precur-
sors of the Hubbard subbands).

2. At intermediate coupling (from U ≈ 1.45 to U ≈ 2.9), a three-peak struc-
ture with two local minima or dips is evident.

3. At strong coupling (from U ≈ 2.9 on), only two well separated (and inco-
herent) Hubbard bands contribute to the spectrum.

Figure 3.15: Spectral functions calculated DMFT(NRG) for the hypercubic Hubbard model for U =
2, 3, 4, 5 which corresponds to U = 1.45, 2.18, 2.9, 3.63 in units of this thesis (taken from [64]).

The physical importance of the change of the shape of the spectral function lies
in the fact, that it is possible to demonstrate analytically, that the occurrence of
dips immediately leads to kinks in the electronic self-energy [66] and, as a
natural byproduct, also in the electronic specific heat [67]. Now, if one records

5These results can be quantitatively compared by fixing the scale D. However, small deviations
may occur.
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the interaction values U∗ for which the T = 0 DMFT(NRG) spectral function
starts to display the peculiar three peak structure, this point lies in the region
of the most plausible extrapolation of the vertex divergency line to T = 0 (see
Fig. 3.13). This suggests, that the separation of the Hubbard subbands from
the quasiparticle peak (as well as the related appearance of the kinks) and the
divergency of the irreducible charge vertex may be related and supports the
interpretation of the vertex divergencies as first precursors of the MIT in the
DMFT phase diagrams of the Hubbard model.

3.3.3 Coherent potential approximation for the Falicov-Kimball
model

While the comparison with other numerical data is often very suggestive, it is
important, whenever possible, to support it by analytical results. While this is
not possible within the Hubbard model in this regime, significant insight can
be gained by considering a simplified version of it, namely the Falicov-Kimball
model, as a divergent precursor of the Mott-Hubbard transition can also be ob-
served in this model, which includes itinerant and localized spins and can be
solved in a semi-analytical way [68, 69, 63]. The coherent potential approxima-
tion (CPA) becomes exact within the Falicov-Kimball model and the self-energy
at strong coupling approaches the one of the Hubbard model. However, this
is not true for vertex functions. According to a recent work performed in col-
laboration with Prof. S. Ciuchi (Universitá degli Studi de l’Aquila) [63], in the
Falicov-Kimball model the irreducible vertex in the density channel for ω 6= 0
can be represented by

Γνν
′ω

d = δν,ν′β
Σ(ν)− Σ(ν + ω)

G(ν)−G(ν + ω)
(3.13)

which is equal to the derivative dΣ
dG for ω → 0 and the Bethe lattice

Γνν
′ω→0

d = δν,ν′β
1

2Im(G)2(ν)

(
1√

1− U2Im(G)2(ν)
− 1

)
(3.14)

so that a divergency occurs at

U2Im(G)2(ν) = 1.

At low temperature Im(Σ)(ν) w −U2 , so that the condition for the appearance
of a divergency reads

|U |
D

=
1√
2
,

where D is the bandwidth of the Falicov-Kimball model. While this result can-
not be directly quantitatively compared to the the Hubbard model (and, hence,
directly inserted in its phase diagram), from a qualitative point of view this an-
alytical finding strongly supports the interpretation of the low-frequency diver-
gence of Γd as a precursor of the MIT, if one also considers that the MIT in the
Falicov-Kimball model corresponds to the complete separations of the Hubbard
bands and is achieved much ”later“ at UD = 1.
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3.3.4 A link to non-equilibrium properties of the Hubbard
model

Even more difficult than the interpretation of the low-frequency divergencies
of Γd in the extreme regions of T → ∞ (I) and T → 0 (II) is the one of the
intermediate region (III), which appears as a smooth connection between the
physics of (I) and (II). However, quite remarkably, precisely in this region one of
the most intriguing connection between the instability line and the underlying
physics of the Hubbard model is found. Specifically, the suggestive ”link“ is
provided by the comparison with the results of non-equilibrium DMFT [70, 65].
The authors of [70, 65] applied an interaction quench in non-equilibrium DMFT
treatment6 for the half-filled Hubbard model at T = 0: This means that at time
t = 0 they abruptly switched on the interaction U in the former non-interacting
system, which is then left isolated and free to relax. As the system is isolated,
one can assign an ”effective temperature“ Teff to the system via its total energy
Etot:

Etot(t) = Etot(0) =
Tr(He−H/Teff)

Tr(e−H/Teff)
, (3.15)

where H is the system’s Hamiltonian. Afterwards, the system’s one-particle
quantities are calculated.

Considering the example of the evolution with time t of the momentum dis-
tribution n(ε, t) in Fig. 3.16 (note that the units of interaction and temperature
used in [65] differ from the ones used in this thesis: Uthesis = 1

2Unon-eq., analo-
gously for the temperature), one can immediately separate three different kinds
of behaviour of the thermalization process (for a detailed discussion see [65]):

a) In the weak-coupling regime, the momentum distribution evolves to-
wards a non-thermalised distribution, which slowly changes in time, so
that a ”prethermalization plateau“ builds up.

b) For an interaction of U = 3.3 and Teff = 0.84 (which corresponds to
U = 1.65 and Teff = 0.42 in the units used in this thesis), a rapid thermal-
ization takes place, without a prethermalization plateau or collapse-and-
revival oscillations (see c)). Calculations in [65] show, that a finite width of
this crossover cannot be observed, what suggests that there is a single
“dynamical transition point” in the Hubbard model.

c) In the strong-coupling regime, the relaxation is characterised by revival
oscillations with periodicity of 2π

U and a damped collapse (“collapse-and-
revival oscillations”). The momentum distribution oscillates around a non-
thermal distribution.

Now, the interesting fact regarding the link between the divergence of the irre-
ducible charge vertex and this non-equilibrium behaviour of the Hubbard model
is, that the transition from weak to strong coupling (with respect to the quali-
tative change of behaviour of the system under an interaction quench) takes
place nearly exactly at the divergency line of the irreducible charge vertex,
see Fig. 3.13 for the single choice of temperature Teff = 0.84 (Teff = 0.42 in

6The method used therein is called Keldysh formalism (see e.g. [18]).
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Figure 3.16: Momentum distribution after an interaction quench in the half-filled Hubbard model
from the non-interacting ground state to interaction U = 2 (a), U = 3.3 (b) and U = 5 (c) (taken
from [65]). The interaction values of [65] correspond to U = 1.0 (a), U = 1.65 (b) and U = 2.5 in
units of this thesis.

units of this thesis) in [65]. This could indicate a connection between the di-
vergency of the low-frequency structure of the local irreducible vertex and the
non-equilibrium dynamics of the Hubbard model. However, to be sure that such
a link really is present, further equilibrium and non-equilibrium calculations and
investigations have to be performed for a broader range of parameters.

3.4 Summary of the local results

To recapitulate, strong frequency dependencies of both the full and the irre-
ducible local vertices have been found in the DMFT(QMC) analysis: the ver-
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tices F and Γ present evident enhancements for the background (F ) and along
the main diagonal (ν = ν′ for F and Γ), which become largest at the MIT and
are directly related to the divergency of the local spin susceptibility χlocm (ω = 0)
at T = 0 at the MIT. Moreover, and quite more surprisingly, other divergen-
cies occur at low frequency for the irreducible vertex in the density channel
much before the MIT is reached, i.e. in the metallic phase. While the physical
understanding of these divergencies is still an open issue, many indications
support the interpretation of such a low frequency divergency as a first non-
perturbative precursor of the MIT at the two-particle level. If this is true, the
inclusion of these enhanced frequency dependencies at the two-particle level
(as in DΓA and DF) would be essential for including the local physics beyond
DMFT in a correct and fully non-perturbative way. Related to this, but from a
more theoretical point of view, one can also observe that from the structure
of the parquet equations 2.51, it is evident that, if only one of the irreducible
vertices diverges, also the fully irreducible vertex Λ has to be divergent.
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Figure 3.17: Enhancement of the local fully irreducible vertex Λlocd when approaching the diver-
gence of Γlocd at an inverse temperature of β = 10.0.

In fact, one indeed observes that also Λ presents a significant (non-trivial) low-
frequency dependence as can be seen in Fig. 3.17, where a specific frequency
cut of the local fully irreducible vertex Λlocd is shown at β = 10.0 when approach-
ing the divergence of Γlocd . This, evidently, might result as very important for the
DΓA, for which the fully local irreducible vertex in the intermediate interaction
region serves as fundamental input parameter.

The strong frequency dependence of the fully irreducible vertex quite naturally
raises the question whether an analogously strong momentum dependence
of this fundamental quantity can be observed when including non-local spatial
correlations beyond DMFT, which is studied in the following chapter by means
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of the dynamical cluster approximation.



Chapter 4

Results: Dynamical cluster
approximation for the vertex
functions

Up to this point of the thesis, only local two-particle quantities have been anal-
ysed by means of DMFT calculations. However, because of the significant fre-
quency dependence of these quantities, one can immediately raise the ques-
tion, whether equally strong dependencies also appear in momentum-space,
i.e. up to what extent these vertex functions depend on an internal momentum
vector ~k, when going beyond the DMFT approximation. This question is of the
utmost relevance for diagrammatic extensions of DMFT such as the DΓA1, as
well as for comparison between theory and experiment. This chapter is, hence,
devoted to the analysis of the momentum dependence of vertex functions at
every diagrammatic level. This is done by means of the dynamical cluster ap-
proximation (DCA), which allows to include systematically short-range spatial
correlations within the size of the cluster considered (see subsection 2.3.1).
The chapter is structured as follows: in section 4.1 existing DCA results for the
momentum dependence of vertex functions for one specific set of parameters
are presented, in section 4.2 perturbation theory calculations of the two-particle
quantities for the case of weak coupling are reported and, finally, in section 4.3
DCA results for the vertex functions at all diagrammatic levels are presented
and compared to perturbation theory in the weak-coupling regime and to DMFT
in the intermediate coupling regime.

While results for the two-particle local vertices of DMFT have been reported
sporadically in the literature (see e.g. [52] and references therein), when analy-
sing the momentum dependence of the vertex functions beyond DMFT, one
moves onto an almost unexplored ground (see, mainly for the generalized sus-
ceptibilities, [71]). Hence, it is much more difficult here to benchmark the new
results of this chapter with previous existing ones. Therefore, after having
briefly illustrated one of the (almost unique) exceptions of existing DCA results
for the fully irreducible two-particle vertex functions in the next section, in Sec.

1since the DΓA relies on the assumption, that the fully irreducible vertex Λ is purely local and,
hence, independent of the momentum.

55
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4.2 also perturbations theory results for all kind of vertices are presented and
discussed. This preliminary analysis will provide a first benchmark to test and
understand the calculations within the full DCA scheme presented, eventually,
in Sec. 4.3.

4.1 An existing DCA calculation of vertex quanti-
ties

As mentioned above, hitherto a structured set of calculations of the momentum-
dependence of two-particle quantities up to the level of the fully irreducible
vertex Λ has not been performed. In this respect, however, one of the (al-
most unique) exceptions is represented by a specific DCA calculation, which
has been performed in the parameter regime most important for the high-TC
superconductors of the cuprate family by [72]. Getting more specific, this calcu-
lation has been done for the two-dimensional Hubbard model on a DCA cluster
with 24 sites for an average site occupancy of 〈ni〉 = 0.85 (i.e. a hole-doping
of 15%) and a Hubbard interaction to hopping amplitude ratio of U

t = 4 (i.e.
U = 1.0 in the units of this thesis). The two internal fermionic Matsubara fre-
quencies are set to ν = ν′ = π

β and the first internal momentum is fixed to
k = (π, 0). According to the plot of the fully irreducible vertex function Λ↑↓ from

Figure 4.1: Momentum dependence of the fully irreducible vertex Λ for the two-dimensional Hub-
bard model with 〈ni〉 = 0.85 and an Hubbard interaction to hopping amplitude ratio of U

t
= 4 for

several temperature values as a function of the momentum transfer q = k − k′
(taken from [72]).

In this calculation, Λ seems to be almost independent of the momentum.

[72] shown in Fig. 4.1, the fully irreducible vertex seems to be independent
of the momentum transfer, which is indicated by a flat distribution in momen-
tum space. This specific shape of the distribution of Λ in momentum space
would represent a strong support of the dynamical vertex approximation DΓA,
which assumes that exactly this quantity is purely local (i.e. momentum inde-
pendent). Furthermore, in perfect agreement with the DΓA assumptions, the
corresponding two-particle vertex functions with a less degree of irreducibility
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(e.g. Γ) are found [72] to be strongly dependent on the momentum.

However, the studies in [72], while suggesting that the DΓA would represent
a very accurate approximation in the parameter regime of the cuprates, does
not allow to draw general conclusions about the overall magnitude of the ~k-
dependence of the fully irreducible vertex, e.g. in two dimensions. More specif-
ically, aiming at a systematic analysis of this problem (at least in two dimen-
sions), it makes sense to start considering the case in which the strongest spa-
tial correlations are excepted (i.e. the most problematic case for DΓA), which
corresponds to the half-filling condition 〈ni〉 = 1.00. This should be examined
in more detail as well as a general dependence of the vertex quantities on U
should be investigated. Therefore, in this chapter DCA calculations for a two-
dimensional 4-site cluster at half-filling are presented and discussed.

As, at the best of the knowledge of the author, no previous calculation (at least
for the fully irreducible vertex) to compare with is available in the literature, in
the following section perturbation theory calculations at lowest orders for the
(non-local) vertex functions F , Γ and Λ are performed. These will represent an
important benchmark for the DCA results discussed in the last section.

4.2 Perturbation theory of non-local two-particle
quantities

In order to set up a reference for checking the validity of the implemented cal-
culation scheme of non-local two-particle quantities, an approximation of those
can be obtained (in the case of weak-coupling) by performing standard pertur-
bation theory [26, 73].

Considering two-particle quantities, generalized indices that combine frequency
and momentum indices are useful. For the fermionic case, they are defined as

ν, k → K = (ν, k), (4.1)

whereas for the bosonic case one has

ω, q → Q = (ω, q) (4.2)

so that e.g. the full dependence of the full vertex in the density channel on the
internal and external frequencies and momenta can be compactly written as

F ν,ν
′,ω

d;k,k′,q → FK,K
′,Q

d (4.3)

One should also note, that the perturbation series at the level of cluster quan-
tities (e.g. in a DCA calculation) has to be performed in terms of a cluster-
renormalized interaction U

Nc
[73] rather that the bare interaction U in order

to be able to compare those perturbation theory results to the ones obtained
via the Bethe-Salpeter equations and the normalization typically adopted in
DCA. In the following, low order perturbation theory results are presented, ob-
tained by inserting an input Green function of a DCA calculation parametrized
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by Nc = 4, β = 10.0 and U = 0.5 (i.e. weak-coupling) in the lowest-order Feyn-
man diagram for each vertex. The cluster sites used in momentum space are
shown in table 4.1.

index k = (kx, ky)

1 (π, π)

2 (π, 0)

3 (0, π)

4 (0, 0)

Table 4.1: Coarse graining of the Brillouin zone used in the DCA Nc = 4 cluster of this thesis.

4.2.1 Perturbation theory for the full vertex

For the full vertex function, the lowest contributions in perturbation theory stem
from the first and second order diagrams (“bubble diagrams”), which have al-
ready been introduced and discussed in subsection 3.1.1 in figures 3.2 and
3.3. The only difference is that the ~k-dependent DCA Green function is used
as input rather than its local counterpart and U → U

Nc
as discussed in the pre-

vious section. For instance, one may consider the magnetic channel of the
irreducible vertex2 in DMFT for the case of zero bosonic frequency:

Γν,ν
′,ω=0

m = −U +
U2

β

∑
ν1

G(ν1 + ν − ν′)G(ν1), (4.4)

which “translates” for the DCA case (with vanishing external momentum q =
(0, 0) into

ΓK,K
′,Q=0

m = − U

NC
+

U2

N2
Cβ

∑
K1

G(K1 +K −K ′)G(K1), (4.5)

Fig. 4.2 shows the dependence of the full vertex F up to second order pertur-
bation theory on the generalized index K ′ introduced in the previous section.
The external frequency and momentum is fixed to Q = (ω = 0, q = (0, 0)), the
first internal one is set to K = (ν = π

β , k = (0, 0)). For the sake of readability
each four points that belong to the same Matsubara frequency ν′ are plotted
with the same colour (alternating cyan or black). The numbers in the upper plot
refer to the k-points of table 4.1 within one block, whereas the numbers in the
lower one refer to the Matsubara frequencies of the blocks.

2just for an illustration due to its few contributing terms
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Figure 4.2: Perturbation theory up to second order (bubble diagrams) of the full vertex F at an
inverse temperature of β = 10.0 and U = 0.5. The external frequency and momentum is fixed to
Q = (ω = 0, q = (0, 0)), the first internal one is set to K = (ν = π

β
, k = (0, 0)). For the sake of

readability each four points that belong to the same Matsubara frequency ν′ are plotted with the
same colour (alternating cyan or black). The numbers 1, 2, 3 and 4 in the upper panel refer to the
index of the momentum patch considered (see table 4.1) and the frequencies ±π/β in the lower
panel denote the two lowest Matsubara frequencies.

One can note that despite the relatively small value of U considered, in F size-
able frequency and momentum dependent structures are present. They are
more visible in the region of the two lowest Matsubara frequencies (i.e. ν′ = π

β

and ν′ = −πβ ), where one observes changes also by a factor of 3 by moving
from a momentum or frequency point to the next one.

4.2.2 Perturbation theory for the irreducible vertices

For the irreducible vertex function Γr, depending on the channel r, not all bub-
ble diagrams shown in the figures 3.2 and 3.3 contribute, depending on their
two-particle reducibility (see subsection 2.4.2). For example, if one considers
Γd, no constant background (diagram P1 in Fig. 3.2) is present.

Fig. 4.3 shows the dependence of the four irreducible vertex channels com-
puted in second order perturbation theory as a function of the generalized index
K ′. The external frequency and momentum is fixed to Q = (ω = 0, q = (0, 0)),
the first internal one is set to K = (ν = π

β , k = (0, 0)). The colour conventions
are chosen equally to the ones in Fig. 4.2.

Like in the case of the full vertex, one can note that there are both frequency
and momentum dependence present. As in the case of the full vertex such de-
pendencies are stronger especially in the region of the two lowest Matsubara
frequencies (i.e. ν′ = π

β and ν′ = −πβ ). Quantitatively one observes that in
three of the four channels (r = m, s, t) the overall magnitudes of the frequency
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Figure 4.3: Perturbation theory up to second order (bubble diagrams) of the irreducible vertices Γ
at an inverse temperature of β = 10.0 and U = 0.5.

and momentum dependencies are reduced with respect to the F case. Only Γd
presents changes as a function of the frequency and momentum of the same
size as those of F .

4.2.3 Perturbation theory for the fully irreducible vertex

Arriving at the deepest level of the diagrammatics and considering the fully
irreducible vertex, the lowest non-vanishing diagrams of the perturbation the-
ory (except for the pure Hubbard interaction) are of fourth order (“envelope
diagrams”). Those diagrams are given for the case of the (local) ↑↑- and ↑↓-
fully irreducible vertex in Fig. 4.4 (see the figure’s caption for the proper index
convention for the cluster case). Fig. 4.5 shows the dependence of the fully ir-
reducible vertex up to fourth order perturbation theory on the generalized index
K ′. The external frequency and momentum is fixed to Q = (ω = 0, q = (0, 0)),
the first internal one is set to K = (ν = π

β , k = (0, 0)). The colour conventions
are chosen equally to the ones in Fig. 4.2. One can immediately observe that
the results for Λ differ significantly from those for F and Γ:

1. The overall dependencies in k and ν are strongly weakened with respect
to the previous cases (e.g. Λd varies of about 1% in the range consid-
ered).

2. In this context, moreover, the frequency dependence evidently dominates
the momentum dependence, even on the fine scale used in Fig. 4.5.
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(ν + ω) ↑ (ν ′ + ω) ↑

ν ↑ ν ′ ↑
ν1 ↑

ν3 ↑

ν2 ↓ ν4 ↓

ν6 ↓

ν5 ↓
ν4 = −ν − ν ′ − ω + ν1 + ν2 + ν3
ν5 = −ν − ω + ν2 + ν3
ν6 = −ν + ν1 + ν2

(ν + ω) ↑ (ν ′ + ω) ↑

ν ↑ ν ′ ↑
ν1 ↑

ν3 ↑

ν2 ↓ ν4 ↓

ν6 ↓

ν5 ↓
ν4 = ν + ν ′ + ω − ν1 + ν2 − ν3
ν5 = ν + ω + ν2 − ν3
ν6 = ν − ν1 + ν2

(ν + ω) ↑ (ν ′ + ω) ↑

ν ↑ ν ′ ↑
ν1 ↓

ν3 ↓

ν2 ↑ ν4 ↑

ν6 ↓

ν5 ↓
ν4 = ν + ν ′ + ω + ν1 − ν2 − ν3
ν5 = −ν − ω + ν2 + ν3
ν6 = ν + ν1 − ν2

(ν + ω) ↑ (ν ′ + ω) ↑

ν ↑ ν ′ ↑
ν1 ↓

ν3 ↓

ν2 ↑ ν4 ↑

ν6 ↓

ν5 ↓
ν4 = ν + ν ′ + ω − ν1 − ν2 + ν3
ν5 = ν + ω − ν2 + ν3
ν6 = −ν + ν1 + ν2

(a) Contributions for Λ↑↑

(ν + ω) ↑ (ν ′ + ω) ↓

ν ↑ ν ′ ↓
ν1 ↑

ν3 ↑

ν2 ↓ ν4 ↑

ν6 ↓

ν5 ↓
ν4 = −ν − ν ′ − ω + ν1 + ν2 + ν3
ν5 = −ν − ω + ν2 + ν3
ν6 = −ν + ν1 + ν2

(ν + ω) ↑ (ν ′ + ω) ↓

ν ↑ ν ′ ↓
ν1 ↓

ν3 ↓

ν2 ↓ ν4 ↑

ν6 ↑

ν5 ↑
ν4 = ν + ν ′ + ω − ν1 + ν2 − ν3
ν5 = ν + ω + ν2 − ν3
ν6 = ν − ν1 + ν2

(b) Contributions for Λ↑↓

Figure 4.4:
(
U
Nc

)4
contributions to the perturbative expansion of the (local) fully irreducible vertex

Λω,ν,ν
′

loc;↑↑ (a)) and Λω,ν,ν
′

loc;↑↑ (b)) in particle-hole notation (taken from [52]). One can transform these
local quantities to momentum-dependent ones by simply applying the substitution ν → K and
ω → Q.

3. For the magnetic channel Λm the structure is even “softer” in comparison
with the density case.

Fig. 4.5 seems to be well-behaved and considering the whole hierarchy of dia-
grams from F to Λ, the DΓA assumptions appear fully consistent with the result
of perturbation theory. However, this thesis aims to understand the structure
emerging also by non-perturbative calculations. These, obtained by means of
the DCA, will be discussed in the following section.

4.3 Momentum dependence of two-particle quan-
tities in DCA

The current section lies at the very heart of the DΓA (and, hence, of this thesis),
because here, the momentum dependencies of the two-particle quantities are
analysed including short-range correlations non-perturbatively using the DCA.
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Figure 4.5: Perturbation theory of to fourth order (envelope diagrams) of the fully irreducible ver-
tices Λd and Λm at an inverse temperature of β = 10.0 and U = 0.5.

In subsection 4.3.1 the weak coupling regime (i.e. U = 0.5) is investigated and
compared to the perturbation theory results developed in section 4.2, whereas
in subsection 4.3.2 results for intermediate coupling (U = 1.0) are presented
and compared to the corresponding DMFT results. For all DCA calculations the
number of cluster sites Nc = 4 and the points of the Brillouin zone are listed in
table 4.1.

4.3.1 Weak coupling regime and comparison with perturba-
tion theory

Full vertex F

Fig. 4.6 shows the dependences of the full vertex F in the density and mag-
netic channel on the combined index K ′ = (k′, ν′) obtained in DCA and the
comparison to perturbation theory up to second order, at an inverse temper-
ature of β = 10.0, U = 0.5 and Nc = 4. The bosonic combined index is
fixed to Q = (ω = 0, q = (0, 0)) and the first fermionic combined index is set
to K = (ν = π

β , k = (0, 0)). The solid lines with triangular points are the
perturbation theory results, while the dashed lines with diamonds indicate the
DCA results. For increasing the readability, the points are grouped for constant
Matsubara frequencies in groups of four k-points each with alternating colours
(black and cyan for the perturbation theory and magenta and green for the
DCA).

Like in the perturbation theory case, also in DCA the frequency dependence
of the full vertex is stronger in the low-frequency regime. The overall shapes
of the DCA curves mainly agree with the perturbation theory results, which is
not that surprising for the chosen weak coupling of U = 0.5. For high Mat-
subara frequencies the agreement of DCA with perturbation theory becomes



4.3. MOMENTUM DEPENDENCE OF TWO-PARTICLE QUANTITIES 63

-20 -15 -10 -5  0  5  10  15  20

K'=(k',ν')

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3
F

d

-20 -15 -10 -5  0  5  10  15  20

K'=(k',ν')

-0.3

-0.25

-0.2

-0.15

-0.1

-0.05

 0

F
m

Figure 4.6: Dependences of the full vertex F in the density and magnetic channel on the combined
index K′ = (k′, ν′) respectively and the comparison to perturbations theory up to second order at
an inverse temperature of β = 10.0, U = 0.5 and Nc = 4. The bosonic combined index is fixed to
Q = (ω = 0, q = (0, 0)) and the first fermionic combined index is set to K = (ν = π

β
, k = (0, 0)).

The solid lines with triangular points are the perturbation theory results, while the dashed lines
with diamonds indicate the DCA results. For increasing the readability, the points are grouped for
constant Matsubara frequencies in groups of four k-points each with alternating colours (black and
cyan for the perturbation theory and magenta and green for the DCA).

even more accurate than in the case of low Matsubara frequencies, a trend
already observed at the DMFT level (see chapter 3 and [52]). However, here
the stronger deviation from perturbation theory at low frequencies seems to
affect more the frequency dependence than the momentum dependence. Fi-
nally, one can also note, that there seems to be a nearly constant shift of the
magnetic channel in the DCA compared to perturbation theory, which might be
understood by considering third order diagrams.

Irreducible vertices Γ

Fig. 4.7 shows the dependences of the irreducible vertices Γ on the combined
index K ′ = (k′, ν′) and the comparison to perturbation theory up to second
order, at an inverse temperature of β = 10.0, U = 0.5 and Nc = 4. The bosonic
combined index is fixed to Q = (ω = 0, q = (0, 0)) and the first fermionic com-
bined index is set to K = (ν = π

β , k = (0, 0)). The colour and line conventions
are chosen equally to the ones in Fig. 4.6.

The overall shapes of all DCA curves mainly agree with the perturbation theory
results. However, one can note that the agreement for low Matsubara frequen-
cies of the irreducible vertex in the singlet Γs and in the density channel Γd is
not as good as for the other channels. Also, the asymptotic behaviour of Γs is
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Figure 4.7: Dependences of the irreducible vertices Γ on the combined indexK′ = (k′, ν′) and the
comparison to perturbation theory up to second order, for the same set of parameters as before
(β = 10.0, U = 0.5 and Nc = 4). The bosonic combined index is fixed to Q = (ω = 0, q = (0, 0))
and the first fermionic combined index is set to K = (ν = π

β
, k = (0, 0)). The colour and line

conventions are chosen equally to the ones in Fig. 4.6.

on top of that of perturbation theory as it is for the other channels.

Fully irreducible vertex Λ

Finally, going at the deepest diagrammatic level, in fig. 4.8 the dependence
of the fully irreducible vertex Λ on the combined index K ′ = (k′, ν′) and the
comparison to perturbation theory up to fourth order at an inverse temperature
of β = 10.0, U = 0.5 and Nc = 4 is shown. The bosonic combined index is
fixed to Q = (ω = 0, q = (0, 0)) and the first fermionic combined index is set to
K = (ν = π

β , k = (0, 0)). The colour and line conventions are chosen equally
to the ones in Fig. 4.6. Due to the enormous numerical effort for calculat-
ing the two-particle vertices in DCA and due to the loss of frequencies when
performing the frequency shifts necessary to invert the parquet equations 2.51
(see also the appendix in [52]), only the two lowest Matsubara frequencies are
shown in the DCA case.

One can note that as in perturbation theory, the overall changes in the fully
irreducible vertex as a function of ν and k are quite small, though one can al-
ready observe a slight enhancement with respect to perturbation theory, which
is more visible in the frequency dependence. However, in contrast to the vertex
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Figure 4.8: Dependence of the fully irreducible vertex Λ on the combined index K′ = (k′, ν′) and
the comparison to perturbation theory up to fourth order, at an inverse temperature of β = 10.0,
U = 0.5 and Nc = 4. The bosonic combined index is fixed to Q = (ω = 0, q = (0, 0)) and the first
fermionic combined index is set to K = (ν = π

β
, k = (0, 0)). The colour and line conventions are

chosen equally to the ones in Fig. 4.6.

quantities F and Γ, Λ additionally to its frequency dependence seems also to
depend on the internal momentum to a higher extent than the other two-particle
quantities do, relatively to their own frequency dependences.

4.3.2 Intermediate coupling regime and comparison with DMFT

In this subsection, the intermediate coupling U = 1.0 which corresponds to the
same interaction level previously considered for the DCA cuprate studies [72],
but now for half-filling, is presented and compared to DMFT calculations. How-
ever, for several reasons these results have to be understood as preliminary
results:

1. The case of cluster size Nc = 4 is kind of a “pathological” one, because
only two points of the cluster (see table 4.1) correspond to patches which
include points near the Fermi surface. Furthermore, these two points are
equivalent, thus not providing additional information. Clearly, this would
not be the case for a cluster (like, e.g. Nc = 8).

2. As it turned out, the Hirsch-Fye Monte Carlo sampling especially for the
Γs case has to be done more accurately (i.e. a finer time discretiza-
tion and more frequencies) in order to achieve better asymptotics for this
channel, have to be used. Due to the nature of the Bethe-Salpeter and
parquet equations (Eq. 2.52 and 2.51) each channel of the irreducible
vertex influences the value of the fully irreducible vertex, so that it is of
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the utmost importance that the accuracy in each channel is very high
in order to get accurate results for Λ.

3. For a better comparison of the asymptotics of the fully irreducible vertex
Λ with DMFT, the amount of calculated internal frequencies has to be
increased dramatically.

Keeping these facts in mind, preliminary results for U = 1.0 are presented here
and are compared to the corresponding DMFT calculations.

Full vertex F

Fig. 4.9 shows the dependence of the full vertex F on the combined index
K ′ = (k′, ν′) and the comparison to the corresponding DMFT results, at an
inverse temperature of β = 10.0, U = 1.0 and Nc = 4. The bosonic combined
index is fixed to Q = (ω = 0, q = (0, 0)) and the first fermionic combined index
is set to K = (ν = π

β , k = (0, 0)). The solid lines with triangular points are the
DMFT results, while the dashed lines with diamonds indicate the DCA data.
For increasing the readability, the points are grouped for constant Matsubara
frequencies in groups of four k-points each with alternating colours (red and
violet for the DMFT and magenta and green for the DCA data).
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Figure 4.9: Dependence of the full vertex F on the combined index K′ = (k′, ν′) and the com-
parison to the corresponding DMFT results, at an inverse temperature of β = 10.0, U = 1.0 and
Nc = 4. The bosonic combined index is fixed to Q = (ω = 0, q = (0, 0)) and the first fermionic
combined index is set to K = (ν = π

β
, k = (0, 0)). The solid lines with triangular points are the

DMFT results, while the dashed lines with diamonds indicate the DCA results. For increasing the
readability, the points are grouped for constant Matsubara frequencies in groups of four k-points
each with alternating colours (red and violet for the DMFT and magenta and green for the DCA
data).



4.3. MOMENTUM DEPENDENCE OF TWO-PARTICLE QUANTITIES 67

One can observe that the momentum dependence of the density channel com-
pared to the frequency dependence is quite pronounced in the DCA case for
low frequencies, so that big deviations from the DMFT results occur for the low-
est Matsubara frequencies. On the other hand the asymptotics of DMFT and
DCA results agree for the density channel. In the magnetic channel, the situa-
tion is different: for low Matsubara frequencies the DCA results do not deviate
much from the DMFT results, whereas the asymptotics are less similar.

Irreducible vertices Γ

Fig. 4.10 shows the dependences of the irreducible vertices Γ on the combined
index K ′ = (k′, ν′) and the comparison to the corresponding DMFT results, at
an inverse temperature of β = 10.0, U = 1.0 and Nc = 4. The bosonic com-
bined index is fixed to Q = (ω = 0, q = (0, 0)) and the first fermionic combined
index is set to K = (ν = π

β , k = (0, 0)). The colour and line conventions are
chosen equally to the ones in Fig. 4.9.
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Figure 4.10: Dependences of the irreducible vertices Γ on the combined index K′ = (k′, ν′)
and the comparison to the corresponding DMFT results, at an inverse temperature of β = 10.0,
U = 1.0 and Nc = 4. The bosonic combined index is fixed to Q = (ω = 0, q = (0, 0)) and the first
fermionic combined index is set to K = (ν = π

β
, k = (0, 0)). The colour and line conventions are

chosen equally to the ones in Fig. 4.9.

Like in the case of the full vertex, when comparing DCA and DMFT results for
the irreducible vertex, one has to distinguish between the different channels.
While in the particle-particle channels Γs and Γt and the magnetic channel Γm
only quantitative deviations of the dependencies on the combined index occur
for the lowest Matsubara frequencies, for the density channel Γd also exists a
qualitative difference between DMFT and DCA results for low frequencies. In
fact, one observes a change of sign of the irreducible vertex in the density
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Figure 4.11: Same plot as in fig. 4.10, but for U = 0.5. One can see that the irreducible vertex in
the density channel Γd has the same sign in DCA like in DMFT for this interaction value.

channel in DCA compared to DMFT. As for the interpretation, then, it is quite
natural to make a connection to the discussion in subsection 3.2.2, where it
has been shown that the low-frequency structures of the local irreducible ver-
tex in the density channel changed their signs for an inverse temperature of
β = 10.0 and U = 1.275. One may hence plausibly suppose that the inclusion
of non-local correlations via the DCA can shift the instability line for the ver-
tex Γd (shown in the phase diagram 3.13) towards the weakly correlated side.
This idea is well-grounded, because if one calculates the eigenvalues of the
corresponding susceptibility χd one can see that for U = 0.5 all eigenvalues
are positive, whereas one of them (exactly as it happened in DMFT for larger
U , see Fig. 3.12) changed sign until arriving at U = 1.0. For illustrating this
behaviour, fig. 4.11 shows the same plots as fig. 4.10, but now for an inter-
action value of U = 0.5. One can see that at this U value, the structure of
the DCA results still qualitatively resembles that of the DMFT ones in every
channel (including the density one).

Fully irreducible vertex Λ

As one can easily imagine from the data for the irreducible vertices Γ, if only
one Γ (in this case Γd), becomes strongly frequency- and momentum-dependent,
this will also affect the results for the fully irreducible vertex Λ. Fig. 4.12 shows
that this is indeed the case (here the same set of parameters is used as for the
full vertex F ). The colour and line conventions are chosen equally to the ones
in Fig. 4.9.

Due to the structure of the Bethe-Salpeter and parquet equations (2.52 and
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Figure 4.12: Dependence of the fully irreducible vertex Λ on the combined index K′ = (k′, ν′)
and the comparison to the corresponding DMFT results, at an inverse temperature of β = 10.0,
U = 1.0 and Nc = 4. The bosonic combined index is fixed to Q = (ω = 0, q = (0, 0)) and the first
fermionic combined index is set to K = (ν = π

β
, k = (0, 0)). The colour and line conventions are

chosen equally to the ones in Fig. 4.9.

2.51), the enhancement of Γd stemming from the transition discussed in sub-
section 3.2.2 immediately affects the fully irreducible vertex Λ, so that this quan-
tity in DCA heavily differs from the corresponding local one in DMFT. Especially,
the sign of the two lowest Matsubara frequencies in the DCA results shown Fig.
4.9 differ from the DMFT ones. While strong enhancement of the frequency de-
pendence of the fully irreducible vertex calculated in DCA (ΛDCA) would still be
compatible with the DΓA hypothesis, the equally strong k-dependence appear-
ing in Fig. 4.12 would limit the applicability of DΓA in the exactly half-filled
region. Further calculations and tests, however, are needed to verify this, es-
pecially with larger Nc as mentioned in the beginning of this subsection.

4.4 Summary of the non-local results

To recapitulate, in this chapter DCA calculations have been performed for both
the weak and the intermediate coupling regime. For the weak coupling regime,
the qualitative behaviour of the vertex quantities at every vertex level can, in
principle, be predicted by perturbation theory, although slight deviations already
occur for the magnetic channel of the full vertex F and the singlet channel of
the irreducible vertex Γ. When analysing the fully irreducible vertex Λ, the DCA
data display a negligible momentum dependence (in any case smaller than the
frequency dependence) in full accordance with the DΓA assumptions.

By considering the intermediate coupling regime, however, one can note that
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the low-frequency structures of the irreducible vertex Γd are strongly enhanced
analogously to those for its corresponding local quantity (described in subsec-
tion 3.2.2), even at a lower value of the interaction U . These enhanced low-
frequency and momentum dependences of Γd, via the Bethe-Salpeter equa-
tions, reflect themselves in an enhanced frequency and momentum dependent
structure of Λ. The comparison to DMFT has been performed at this coupling
level, also revealed a qualitatively similar behaviour to the DCA results, except
for Γd and, consequently, the fully irreducible vertex.



Chapter 5

Conclusions and outlook

The theoretical investigation of two-particle vertex functions of correlated elec-
trons is a very challenging but valuable task. The computation of these quanti-
ties not only allows for a much more complete comparison between theory and
experiments, but those quantities also serve as an essential input for diagram-
matic extensions of the well-known DMFT, such as DΓA and the dual fermion
approach. Hitherto, the vertex quantities have been investigated rather sporad-
ically in the literature, and therefore, a systematic analysis has been provided
by this thesis, in which the analysis of both local and non-local vertices has
been conducted and has lead to quite interesting and , to some extent, surpris-
ing results.

Concerning the local physics of the Hubbard model, our DMFT calculations
of two-particle quantities have shown the occurrence of first precursors of the
Mott-Hubbard transition well inside the metallic phase in the form of low-freq-
uency divergences of the irreducible vertex in the density channel Γd and, cor-
respondingly, of the fully irreducible vertex Λ. Those divergencies seem very
puzzling, because at the instability line the corresponding thermodynamic local
(charge) susceptibility remains finite. Future research has to resolve the phys-
ical interpretation of this robust numerical result, on which this thesis started
to shed light. Especially, those investigations have to clarify how these diver-
gences can be related to non-equilibrium phenomena in the Hubbard model or
kinks in the electronic self-energy and specific heat, which are observed in the
very same parameter region in the low and intermediate temperature regime.

Finally, including the effect of non-local spatial correlations, at least within the
cluster size of the DCA, in the last part of this thesis preliminary results for the
non-local two-particle quantities on a four-site cluster for the two-dimensional
half-filled Hubbard model have been presented. In the case of weak coupling,
all vertex functions seem to be well-behaved and their frequency dependences
dominates their momentum dependences, which also means, that the assump-
tion of DΓA is well fulfilled for this interaction region. On the other hand, the first
data available for the intermediate coupling regime seem to indicate that sig-
nificant and equally important effects of local and non-local spatial correlation
may occur even in the fully irreducible vertex, which would be problematic for
the standard DΓA assumptions in this parameter regime. While further numer-
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ical testing is necessary, because the case of a four-site cluster is a somehow
“pathological” one, and its size has to be increased (e.g. at least to an eight-site
cluster), the algorithm for calculating the irreducible vertex in the singlet chan-
nel Γs requires further improvement, and more Matsubara frequencies have
to be included, in general, one can note here, that this strong momentum de-
pendencies seem to be associated to a similar instability line of Γd, observed
already at the DMFT level: This instability line, however, is probably shifted
towards the region of weak coupling by the inclusion of non-local spatial corre-
lations.

The present results evidently call for further precise numerical investigations
of the effects of non-local spatial correlations on (divergent) precursors of the
Mott transition present in the phase diagram of the Hubbard model in two and
three dimensions.
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