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Deutsche Kurzfassung

Das Thema der vorliegenden Arbeit wird das Problem der elektronischen Korrelationen
in nanoskopischen Systemen. Elektronische Korrelationensind wichtig für das Verständnis
der Physik der Übergangsmetalle und der Seltenen Erden, diedurch teilweise besetzte, stärker
lokalisiertd- oderf -Orbitale charakterisiert sind. Elektronische Korrelationen können auch in
niedrig-dimensionalen Systemen mit ausgedehnten Orbitalen eine wichtige Rolle spielen.
Im Kapitel 1 führen wir die experimentellen und theoretischenfingerprintsder elektronischen
Korrelationen in einigen relevanten nanoskopischen Systemen ein.

Obwohl der allgemeine Festkörper-Hamilton-Operator bekannt ist, stellt die theoretische
Behandlung vonVielteilchen-Systemeneine der großen Herausforderungen für die moderne
theoretische Festkörperphysik dar. ImKapitel 2 führen wir diestate-of-the-arttheoretische
Methode für die Modellierung korrelierter Elektronsystemen ein. Hinsichtlich dessen, stellte
die Dynamische Molekularfeldtheorie (DMFT) einen Durchbruch für die numerische Lösung
des Gitter-Modelle von korrelierte Fermionen z.B. des Hubbard Modells dar. Außerdem erlaubt
die Kombination von DMFT mitab-initio Dichte Funktional Methoden theoretische Vorher-
sagen und quantitative Vergleiche mit Experimenten.
Niedrig-dimensionale nanoskopische Systemen erfordern aufgrund nicht-lokaler Korrelations-
Effekte andere Näherungen, d.h. Enweiterungen der DMFT wiedie Dynamische Vertex Ap-
proximation (DΓA). Deshalb haben wir ein neuartiges Schema auf der Grundlage von DMFT
und DΓA eingeführt, um komplizierte, korrelierte Nanostrukturen zu behandeln.

In den anderen Kapiteln dieser Arbeit präsentieren wir die Anwendung der nano-DMFT
und nano-DΓA Methoden auf physikalisch interessante Systeme. InKapitel 3 betrachten wir
zuerst Modelle für quasi-1-dimensionale organische Moleküle. Hier können wir die Näherun-
gen mit der exakten numerischen Lösung vergleichen. Wir zeigen, dass sowohl lokale als auch
nicht-lokale elektronische Korrelationen die elektronische Struktur und Transporteigenschaften
dieser Systeme stark beeinflussen, und stellen qualitative Kriterien für die Zuverlässigkeit der
nano-DMFT/DΓA Methoden auf. Die Ergebnisse, die wir erhalten haben, motivieren weitere
Untersuchungen sowie die Entwicklung weiterer numerischer Methoden.

Danach analysieren wir kompliziertere nanoskopische Strukturen: inKapitel 4 simulieren
wir einen mechanisch kontrollierten Bruchkontakt und zeigen, dass durch die elektronischen
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Korrelationen ein lokaler Metall-Isolator-Übergang auftritt. Das Phänomen kann in der elek-
trische Leitfähigkeit und möglicherweise auch in Experimenten beobachtet werden. Die Un-
tersuchung unter verschiedenen Bedingungen legt nahe, dass dies eine allgemeine Eigenschaft
von Nanokontakten sein könnte.

Schlussendlich, betrachten wir inKapitel 5 die Effekte der Kornzerkleinerung im halb-
dotierten Manganat La0.5Ca0.5MnO3. Die Destabilisierung der Ladungs-Orbital Ordnung in
nanoskopische Manganaten ist experimentell etabliert, doch die Interpretation der experimentel-
len Messdaten ist aufgrund von unreinen oder nicht stöchiometrischen Proben umstritten.
Wir analysieren das Problem mittels der Kombination vonab-initio und DMFT Methoden
(DFT+DMFT). Einerseits berücksichtigt DFT die realistischen Kristallstrukturen des Systems,
anderseits bindet DMFT starke elektronische Korrelationen in Manganaten ein. Mit diese Vor-
gangsweise können somit sowohl ‘‘bulk’’ Manganate als auchnanoskopische Manganate auf
Basis ein und der selben Methode beschrieben werden. Auf diese Weise zeigen wir, dass die
Änderungen der Kristallstruktur für das Phänomen der Instabilität des Landungs-Orbital Ord-
nung verantwortlich gemacht werden kann.



Introduction

‘‘ The principles of physics do not speak against the possibility of maneuvering
things atom by atom. ’’

Richard Feynman,There’s Plenty of Room at the Bottom (1959)

Those inspiring words were pronounced in a memorable lecture [1], way before modern
physics and chemistry managed to explore and manipulate thematter on a length scale compa-
rable with the one of its fundamental constituent, i.e., theindividual atoms.
Despite Feynman’s prophetic claim, the world had to wait almost twenty years to attend the
birth of the expressionnanotechnology, due to Norio Taniguchi (1974), or the spelling of the
letters ‘‘IBM’’ obtained by Eigler & Schweizer arranging individual Xe atoms on a surface
with a scanning tunneling microscope. While the latter deed had a significant mediatic impact,
worth even an article on the New York Times [2], for many yearsto follow the prefixnano
became part the collective imagination mostly asscience fiction, rather than being associated
to an emerging technology. In this respect, one may think e.g., of thenanoprobesof theBorgs
in the Star Trek series, used to assimilate other living beings, or of the hypotheticalgray goo
end of the world scenario, suggested by Drexler in his bookEngines of Creation: The Coming
Era of Nanotechnology[3], involving self-replicating molecular nanotechnology out of control
consuming all matter on earth in their reproduction process.

While the world may not be aware of it, nanotechnology is indeed way closer to reality
than to imagination, and many devices which exploit quantum-mechanical effects are already
massively present in everyday life. Since the 1970s thesemiconductor memorybecame compet-
itive in the computer market, replacing themagnetic-core memory1 which previously was the
predominant technology. The novel data storage devices areimplemented on semiconductor
(usually Si-based) integrated circuits, whose size recently dropped to a few nanometers. The
possibility of engineering devices at lower length scales improves both their portability and ef-
ficiency. Contemporary forefront research aims to developrevolutionary methods to build, e.g.,
high-density Ni-nanowire arrays for magnetic data recording or high-energy density storage
devices for batteries and renewable energy sources technologies.

1Curiosiously, the nomenclature of the bothersome system error core dump, so well known to programmers,
derive from those devices.
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The boost thatnano science experienced within the scientific
community eventually lead to filling the gap with previous ex-
isting technologies. Those considerations are, e.g, supported by
the data extracted from the ISI Web of Science and shown aside,
referring to the number of papers published per year with the
correspondingbuzzwordin the title, normalized by the number
of journal in print each year. While the plot reproduced herewas
originally published in an ironic context [4], its intrinsic scien-
tific validity is neverthelessnotunder discussion, and represents a proof that the current frontier
of research is evidently the nano scale. The research is not limited to physics and chemistry,
but rapidly spread also to biology and medicine: within the current technology, flexible and to
some extent tunable nanoparticles with a size comparable with the one of human cells can be
engineered. These seem to have the potential to become an important tool for emerging diagno-
sis and therapy techniques.

Despite the amazing skill developed in the manipulation of matter, the theoretical under-
standing of the related phenomena is far from being satisfactory. While material properties may
often be experimentally controlled without having a deep theoretical understanding of the under-
lying microscopic mechanism, only the latter may indicate the path toward further progresses.
The field of strongly correlated electronic systems, due toits complexity, offers an interesting
combination: the lack of a complete understanding and an apparently unlimited range of fasci-
nating physical phenomena with a prospective for technological applications. In particular, the
presence of several competing energy scales and their intrinsic tunability, make nanoscopic sys-
tems particularly predisposed to both experimental and theoretical investigation of electronic
correlations. In this respect, the absence of a crystal environment evidently represents a signifi-
cant simplifications with respect to solids, so that a general understanding of correlation-driven
phenomena can be achieved already in the framework of relatively simple models. However,
as soon as the complexity of the systems under considerationincreases, simple models are not
sufficient anymore to capture and explain the relevant physics, and numerical simulations with
the available computational tools become unfeasible if many degrees of freedom are involved.
The aim of this work is, hence, to fill this gap. To this end, weemploy advanced many-body
techniques, embedding them into a flexible scheme, explicitly developed in order to deal with
complex nanostructures.

This thesis is organized as follows:chapter 1 provides for a general
introduction to the physics of nanoscopic systems, both from the exper-
imental and the theoretical point of view. The aim of discussing a few
relevant experiments is two-fold: it allows us to define thesystems we are
interested in, but also allows to identify the fingerprint of many-body ef-
fect. The latter play a important role in determining electronic and transport properties, and may
dramatically enhance the tendency of the system to changes,and give rise to huge responses
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which are possibly exploited for technological applications, i.e., in the realization or the im-
provement of solid state devices.
In this respect, we discuss the interplay between the relevant energy scales, and we discuss
different parameter regimes within the theoretical framework of impurity models: even these
simple models entail complex many-body effects which lead to fascinating physical phenom-
ena. The last part of this chapter is devoted to the discussion of quantum transport in nanoscopic
systems. Transport spectroscopy probably represents one of the most valuable source of infor-
mation to probe the excitation spectra and electronic properties of confined systems, and often
represents the contact between theory and experiments. We derive the electrical conductance
both in the Landauer-Büttiker formalism, within scattering theory, and in the Kubo linear re-
sponse theory, comparing the results and discussing their limit of validity.

Essentially,chapter 2 consists of three parts, devoted to a review of
many-body techniques for strongly correlated electronic systems.
The first part introduces the dynamical mean-field theory (DMFT) and
its combination withab-initio density functional theory (DFT). While the
latter contributed to the important steps toward the understanding of elec-
tronic correlations both in model systems and realistic materials, an important line of research
also concerns the improvement of the available methodology.
In the second part we briefly review the main available extension of DMFT, aiming at including
non-local spatial correlations beyond mean-field. These are expected to be relevant in systems
where electrons are confined in narrow or low-dimensional regions. In particular, we discuss in
details one diagrammatic extension of DMFT, the dynamical vertex approximation (DΓA) and
introduce the relevant two-particle and parquet formalismfor the vertex functions.
The third part focuses on a recent extension of the latter theory that we developed in order to deal
with nanoscopic systems, and includes a critical comparison with alternative/complementary
schemes proposed in the literature.

As any other approximation in their early stage of development, the
nanoscopic extension of DMFT and DΓA need to be tested on reference
systems: the aim ofchapter 3 is, hence, to explore both its potential and
its limitations. Suitable candidates to this end, are models of quasi one-
dimensionalπ-conjugated organic molecules, mainly for the following
reasons: (i)π-conjugated systems, e.g., the benzene molecule, are of concrete interest to re-
search, and a clear understanding of their electronic transport properties is still lacking; (ii)
those systems can be described considering only a few relevant degrees of freedom, resulting
in a (numerically)exactlysolvable model, which provides an important benchmark.
In order to test the approximations employed, we aimed to keep all possible sources of system-
atic errors under control, as much as possible. In this idealconditions electronic and transport
properties can be analyzed and compared to the exact benchmark within both the DMFT and
DΓA approximation schemes. A preliminary analysis within thenano-DMFT approximation,
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which is numerically less demanding, allows us to test the reliability of the method in a wide
range of parameters. With other sources of uncertainty removed, a possible failure of the nano-
DMFT approximation would indicate a prominent role of non-local spatial correlations, to be
analyzed within the technically more involved nano-DΓA.

In order to explore the potentiality of the nanoscopic extension of
DMFT, in chapter 4we employ it to model quantum junctions. In experi-
ments, chemically stable and atomically-sharp contacts can be realized by
means of the mechanically controlled break-junction technique. Here, a
piezoelectric device allows a precise control over the sizeof the tunneling
gap bridging the contacts. Exploiting the spatially-resolved information obtained within nano-
DMFT, we are able to correlate the relaxation of the electronic structure of the system to its
(non-local) transport properties. Assuming the crystal structure not to rearrange in the process,
we show that, as the contacts are pulled apart and the tunneling barrier increases, electronic
correlations induce a local metal-to-insulator transition (or rather a crossover) involving the
atoms at the sharp edge of the junction. The fact that the phenomenon is present in different
realizations of the junction supports the hypothesis of it being a generic feature. Its possible ob-
servation in the experiments is not yet clear, but could havean impact on transport spectroscopy
data analysis.

Finally, in chapter 5 we discuss the effect of size reduction on the
half-doped manganite La0.5Ca0.5MnO3. Recent experiments reported the
destabilization, upon size reduction, of the complex charge-orbital (CO)
and antiferromagnetic ordering, which is realized in the bulk. Some ex-
periments suggested the structural changes of the lattice parameters to be
responsible for the phenomenon, while previous analysis reported no crystal deformation of the
lattice parameters with respect to the bulk. However, the interpretation of the experimental data
is controverse due to the difficulties connected to the experimental synthesis of the nanoscopic
clusters, e.g., impure phases, grain boundaries, and non-stoichiometry.
We analyze the phenomenon theoretically, combining DFT in its generalized gradient approxi-
mation (GGA) and DMFT: while DMFT provides for the strong electronic correlations responsi-
ble for the complex electronic structure, DFT(GGA) realistically takes into account the changes
of the lattice parameters (and the corresponding crystal field) in a defect-free and stoichiometric
cluster. This avoids the experimental issues regarding thequality of the sample. Moreover, the
analysis of bulk and nanocluster manganites on equal footing allows for a direct comparison
of the results: the emerging theoretical picture is remarkably in qualitative agreement with the
experimental scenario, establishing the link between the changes of the lattice structure and the
electronic properties of the ground state.



Chapter 1

Down to the nanoscale: State-of-the-Art

In this chapter, we give a brief introduction to the State-of-the-Art in nanoscopic physics,
without pretending to be exhaustive. Specifically, we begin reviewing selected experiments, in
order to show the fingerprints of many-body effects in electronically confined systems. As for
the theory, a qualitative understanding of the experimental observation can be achieved in the
framework of standard impurity models, whose discussion allows us to introduce the reader to
the complex interplay between quantum fluctuations and electronic correlations. Eventually, at
the end of this chapter, we discuss challenges and open questions which, together with the lack
of a comprehensive, reliable theory to describe transport through strongly correlated nanos-
tructures, have motivated the methodological developmentpresented in the rest of this work.

At the nanoscale, the quantum mechanical nature of electrons becomes evident, and the
physics of matter is dominated by quantum effects. Moreover, when electrons are spatially
confined into low-dimensional structures, electronic correlations are naturally enhanced, deter-
mining the occurrence of a variety of unexpected physical phenomena.

While the 1970s witnessed the birth of novel ideas related tothe concept of nanotechnology,
the effective rise of nanotechnology may be traced back to the 1980s, due to the technological
and experimental advances that led eventually to the invention of thescanning tunneling mi-
croscope(STM) [5, 6, 7], which allowed in practice what scientists have been yearning for:
the possibility to manipulate matter at the atomic scale. Aswe shall see, nanotechnology es-
tablished itself as a promising and interdisciplinary field of science, ranging from (in)organic
chemistry to biology, and material science. The impressivedevelopment of experimental tech-
niques in controlling the composition of the matter raised interest in functionalizing materials.
Material properties can be tuned by changing their chemicalcomposition, and novel compounds
can be made, e.g., by heterostructuring, in order to either enhance peculiar properties of the in-
dividual components, or even generating unexpected electronic phases. This has obviously a
huge impact on technological applications, but also makes the field very attractive from the
point of view of basic research. In nanoscopic devices as well as in self-assembly molecular
structures, basic quantum phenomena can be investigated devoided from many of the compli-
cations arising in bulk materials. In particular, the main focus is on understanding electronic
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transport mechanism, which, e.g., is fundamental in order to extract information by means
of transport spectroscopy, but also play a key role in biological and chemical processes, like
pain and brain signals transmission. Moreover, the possibility to easily tune the properties of
nanoscopic systems also suggests to employ engineered nanoparticles andquantum dotsfor
medical applications, including cancer diagnostics [8, 9].

1.1 Experimental overview

The available literature concerning the experimental investigation of nanoscopic systems is
certainly huge, but a comprehensive survey of the most important contributions in this field is
certainly out of the scope of the present work. Hence, in the following we shall instead pro-
vide a brief introduction to the systems of interest and giveand idea of their wide range of
applicability. Furthermore, the discussion of selectedmilestoneexperiment allows to identify
the fingerprint of electronic correlations, and qualitatively understand the underlying physical
phenomena, but also raise the attention of the difficultiesto achieve an unambiguous interpre-
tation of the experimental data, proided by complementary techniques, without the support of a
comprehensive theory.

1.1.1 Confined systems: properties & applications

Modern techniques of lithography made it possible to confine electrons to a
length scale at which charge (and energy) quantization are observable. Perhaps,
in this respect, the most widely known system is the so-called quantum dot
(QD). The name was coined by Reedet al. [10] in order to describe a system, in
which electrons are confined into a zero-dimensional structure,a dot, realized
at the interface of a GaAs/AlxGa1−xAs semiconductor heterostructure.
A scanning electron micrograph of a graphene-based single-electron transistor is shown in the
figure aside, adapted after Ref. [16]. The spectrum of a QD isquantized, resembling that of
an isolated atom (and it is hence often referred to asartificial atom), but with a typical level
spacing∆ǫ betweenµeV and meV, depending on the size of the QD. Under this condition, the
physics of the system is dominated by quantum effects. Moreover, at the typical system size
at which quantum confinement occurs (a region of diameterd ∼ 100 nm) the mutual Coulomb
interaction between electrons is of the order of meV, and theeffect of electronic correlations
can hence be experimentally observed.

Whereas natural atoms are usually studied with optical spectroscopy, due to the typical
size of the level spacing∆ǫ in QDs, an early experimental evidence ofquantum confinement
was obtained by electronic transport measurements, where aquasi-bound QD is contacted to
metallic electrodes, which play the role of charge reservoirs [10]. If the energy scale set by the
temperaturekBT ≪∆ǫ, with kB being the Boltzmann constant, only a few levels close to the
Fermi energy contribute to transport. Under this conditions, a series of plateau in the current
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characteristicI(VSD) is observed as a function of the voltageVSD applied between the source
and drain electrodes (also often referred to as bias voltage, and denotedVb). The presence of
the plateaus, indicates charge and energy quantization inside the QD: the current raises, flowing
through the confined structure, when an energy level of the dot falls in the bias energy window
eVSD=µS−µD, whereµS,D is the chemical potential of the source and drain reservoir,respec-
tively, wile -|e| denotes the bare electron charge.

Applications of optical & transport properties of confined systems. For instance, electron-
ically confined systems are characterized by interesting optical properties. It is well-known
that theoptical band gap, i.e., the energy threshold to create anexciton(bound electron-hole
pair) via the absorption of a photon, is controlled by the size of the QD [11, 12]. The radiation-
induced excitation of electrons confined to the valence band and the radiative electron-hole
recombination process, due to relaxation of the electron returning to the ground state, lead to
the emission of light. Thecolor of the emitted light (i.e., the wavelength of the photon) is hence
determined by the size of the band gap. In CdSe nanocrystals,it has been experimentally shown
that the color of the emission can be varied by changing the size of the nanocrystal [13], allow-
ing a controlledelectrolumiescence. This is exploited, e.g., in fluorescent dye applications.
The tunability of the QD optical band gap has also been addressed as an important character-
istic feature for the realization of next generation QD-basedsolar cells, with the possibility to
cover a large portion of the solar emission spectrum. Recently it was shown that it is possible to
modify the electronic and photophysical properties of QDs by doping optically active transition
metal ions, as, e.g., Mn2+, providing a strategy to achieve an efficiency boost (estimated up to
5%) [14]. Those applications mentioned above are just few ofthe possible, but already give
an idea of how the intrinsic tunability of nanoscopic systems can be exploited in many field of
research and technology.

Indeed, while a confined structure bridging source and drain reservoirs (being them physical
electrodes or the layers of an semiconductor heterostructure separated by a confided electron
gas) constitutes what is generally referred to as atwo-terminaldevice, interesting physical phe-
nomena are observed if the confined structure is also capacitively coupled to a gate electrode,
giving room to several other applications. In fact, the gatevoltageVG can be used to (rigidly)
shift the position of the energy levels of the QD with respectto the Fermi energy of the elec-
trodes. In such a setup, the system was shown to behave as asingle electron transistor(SET):
see, e.g., Refs. [15, 16] for interesting studies of graphene-based SETs, or Ref. [17] for a
review. Unlike conventional transistors, where the chargechanges continuously withVG, in a
SET the (low-bias) differential conductanceG= dI/dVSD as a function ofVG displays a peri-
odic structure of peaks, due to charge quantization, arising each time another level of the QD
is drawn by the gate voltage below the Fermi level (or within the bias window, at finiteVSD).
The possibility of controlling electronic transport through the confined structure represents an
important achievement in the context of solid-state devices (SSDs) in which a SET can act as
a switcherbetween to configurations:0 or 1, corresponding to the cases of zero and finite cur-
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rent flowing through the device, respectively. In contrastto the theoretical picture, however,
Si-based SETs still suffer from problems that arise from material deficiency, leading e.g., to
leakage current that may disrupt the device [18], and the practical implementation of such SSD
is far from being trivial.

Experimental evidence for strong electronic correlations. The fascinating periodic struc-
ture in the gate voltage dependence of the differential conductance is theoretically understood
to be a direct (i.e., experimentally observable) consequence of strong electronic correlations:
In the range ofVG between two consecutive conductance peaks, the system is said to be in a
Coulomb blockaderegime, and the conductance is zero due to the sizable Coulomb repulsion
experienced by the confined electrons, which prevents charge fluctuations within the QD. The
conductance peaks, hence, corresponds to configuration inwhich charge fluctuation requires no
energy cost and the current can flow within the confined structure.
Interestingly, one realizes that sweeping the gate voltageallows to observe electronic correla-
tion effects far beyond the Coulomb blockade. At low-enoughtemperature (i.e, below an energy
scale set by the details of the system, e.g., typically of a few Kelvin in semiconductor QDs) the
conductance may be sensibly enhanced in regions where tunneling process are prohibited at

Figure 1.1: Applications of QDs. Upper panel: schematic spectral reconstruction of a tissue speci-
men RGB image via disentanglement of emission spectra at different wavelengths exploiting the QD
electroluminescence. Lower panels: spin-dependent transport in Si-based SET (left); schematic repre-
sentation of electron transfer from Mn-doped CdS/CdSe semiconductor into TiO2 nanoparticles, and
electron-hole recombination in a QD synthesized solar cell(right). Adapted after Refs. [9, 14, 19].
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higher temperature due to the Coulomb blockade. This is understood to be a manifestation of
theKondo effect [20, 21]. Originally, this phenomenon was associated to scattering properties
of magnetic impurities in metal hosts, leading to logarithmic increase of the resistivity at low-
temperatures, unlike non-magnetic impurities, resultingin a finite and temperature independent
contribution. The nature of the resistivity behavior (referred to asthe Kondo problem) is deter-
mined by an effective exchange coupling between the impurity magnetic moment and the spin
degrees of freedom of the conduction electrons of the metallic host. Interestingly, due to the
different condition in which transport takes place in QDs with respect to metals, the same phys-
ical processes lead in electronically confined systems to an enhancement of the conductivity.
In the following we consider the latter issue from an experimental point of view, while a more
detailed discussion of its theoretical interpretation is postponed to the following section.

Figure 1.2: Coulomb blokade and Kondo effect in a semiconductor QD. Upper panels: conductanceG
as a function ofVG (denoted asVgl in the experiment). Left panel shows the temperature dependence
between betweenT =15 mK andT =900 mK in the presence of a magnetic fieldB=0.4 T. When
the number of electronsn in the dot is even,G decreased withT due to the Coulomb blockade
(Kondo valley), while for odd occupation one observes the Kondo effect withG approaching the
unitary limit G = 2e2/h (e.g., the evolution loweringT in highlighted by the gray arrow). Right
panel: the comparison of two selected traces taken with and without magnetic field show that the
latter allows the Kondo effect to fully develop. Lower panel: color plot ofG as a function onB and
VG at T == 15 mK. Red and blue correspond to high and low conductance, respectively. At zero-
field, due valence fluctuations the QD has no well defined magnetic moment, and a peak structure
typical of the Coulomb blockade regime is observed. Adaptedafter Ref. [26].
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Semiconductor QDs were indeed theoretically predicted [22, 23] and experimentally shown
[24, 25] to exhibit Kondo effect. Of particular relevance isthe experiment performed by
van der Wielet al. [26] on a QD in the presence of a magnetic field, which allowedthe fist
observation of the Kondo effect in theunitary limit, i.e., whenG reaches the conductance quan-
tumG0=2e2/h ≈ 77.5 µS (beingh the Planck’s constant). Some representative experimental
results are shown in Fig. 1.3 and briefly discussed in the following. In the Coulomb block-
ade regime, the low-conductance regions (also known as Kondo valleys) are characterized by
a fixed occupation of the QD, and each conductance peak separates valleys differing by a unit
of charge. As the temperature is lowered, the valleys associated to an evn occupation in the dot
become deeper, and the conductance features sharpen, as expected. On the other hand, in the
valleys associated to an odd occupation, the conductance raises due to the Kondo effect. While
in the ideal case the Kondo effect is expected already atB = 0, in the experiment the conduc-
tance enhancement in the odd Kondo valleys was only of about 20% [26], while atB∼ 0.1 T
an change of transport regime is observed, and the conductance reaches eventually the unitary
limit G = G0 above at aB = 0.4 T field, as shown in the lower panel of Fig. 1.3 by a gate
voltage versus magnetic field map. Among the possible explanations to the experimental data
are related to the presence iof a ground state more complicated than aS=1/2 spin singlet, due
to, e.g., the presence of a spontaneous spin polarization, suppressed by the magnetic field. or
the accidental degeneracy of spin singlet and triplet state.

1.1.2 Quantum junctions

Besides electronically confined systems, such as QDs, another vast research field, con-
cerned withquantum junctions (QJs) developed between the 1980s and the 1990s, which
could be realized by means of STM and mechanically controlled break junctions (MCBJ) tech-
niques. As the understanding of transport mechanisms in those systems is relevant in the context
of this work, let us briefly describe their experimental realization, while quantum transport will
be discussed from a theoretical point of view in a following section.

The development of themechanically controlled break junction (MCBJ) technique al-
lowed the fabrication of extremely stable atomic-sized contacts. Although more than one con-
tact variation exists, depending on the details of the fabrication, the working principle is the
same in all cases. A MCBJ can be made, e.g., in the following way: a suspended metallic
bridge (made of Au, but also Cu or other metals are suitable) in fixed on a flexible substrate
covered with a electrically isolating material (e.g., polyimide). The system can be bent with a
piezo-controlled mechanism, consisting of a pushing rod and two counter-supports, causing the
elongation of the metallic electrodes until an adjustable tunneling nano-gap of∆d∼100 µm is
formed. Another possibility to open a nano-gap between electrodes is based on electromigra-
tion, where the displacement of metallic ions is due to a large momentum transfer by electrons
at large current densities. More details about the fabrication of MCBJ can be found, e.g., in Ref.
[44] and references therein.
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Figure 1.3: Left panel: a MCBJ made breaking an Au constriction in order to form atomic-sized
contacts. Right panel: a STM infers the real-space image of the sample. Adapted after Refs. [27, 28].

On the other hand, as already mentioned, thescanning tunneling microscope(STM) is one
of the most versatile tools for the realization and manipulation of atomic contacts (for a review
see, e.g., Ref. [229]). In the usual setup consists in an atomically sharp electrode held at a fixed
distance from asample: the measurement of the tunneling current between the junction allows
to infer the real-space image of the sample withµmetric precision, assuming an exponential
dependence of the tunneling current with the size of the (vacuum) tunneling gap. A variety
of samples can be investigated, ranging from metallic surfaces to more complex objects, like
a single-walled CNT [230]. Another possibility is to indentthe STM tip in the surface and
carefully withdrawn so that atoms from the surface are adsorbed on the tip until a stable atomic
contact is formed.

Those techniques could be used to obtain metallic nanoscopic wires (nano-wires) [29]: con-
trary to QDs, in (quasi) one-dimensional wires the level spacing∆ǫ is not the dominating energy
scale, so that the system is characterized by almost a continuous spectrum and possesses many
correlated degrees of freedom. In this respect, theoretical predictions suggest charge-spin sep-
aration andall the system’s excitations to be ofcollectivenature (plasmons) below a typical
energy scalekBTL: those systems are usually addressed as Luttinger liquids (LL) [32], although
a clear fingerprint of LL physics was experimentally not observed yet [33].
In this situation, the conductance of nano-wires can hardlybe changed by a gate voltage, and of-
ten a linearI(VSD) characteristics is displayed, which makes nanostructuresless functional for
electronic applications. However, besides being not particularly ‘‘flexible’’ systems in many
respects, in the state-of-the-art of nanoscopic electronic transport,quantum junctions (QJs)
play a fundamental role, as they result in atomically sharp contacts with an adjustable tunnel-
ing gap. Indeed, strong evidences from conductance quantization have been reported, both at
low [30] and room temperature, [31] as a proof of the experimental realization of single atomic
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junctions. Moreover, molecules can be adsorbed into the gap, forming stable tunneling contacts
of systems of the dimension of a few nanometers, which is out of the range of conventional
lithography. The possibility of obtaining molecular junctions immediately raised quite a lot of
interest for many reasons. Charge transport through a complex molecular system is certainly
a many-body effect, and correlation-driven phenomena are hence to be expected. Moreover,
due to their complexity, molecules possess also internal degrees of freedom which can be sus-
ceptible to mechanical stress, electric field, and local environment (chemical reactions), thus
intrinsically providing a much higher degree of tunabilitywith respect to the nano-wires them-
selves. For instance, an interesting property has been recently reported by Venkataramanet al.
[34], where it was shown that the conductance of a molecular chain can be changed by varying
the twisting angle between the chemical bonds within the chain: this supports the hypothesis
that the conformation of the molecule bridging the electrodes is relevant and strongly influence
the transport properties of the junction, and at the same time represents a way to tune the current,
provided the possibility to mechanically control the molecule twisting.

Puzzles in quantum molecular junctions. A pioneering experiment in the history of molec-
ular nanotechnology was performed by Reedet al. [35] and represents the first attempt to fabri-
cate a single-molecule junction ever reported. In the experimental setup,benzene-1, 4-dithiol
(1, 4-BDT) molecules self-assembled onto a gold MCBJ form a stable junction, in which the
molecule bridges the Au electrodes. For the sake of completeness, we remind that1, n-BDT
(chemical formula C6H4(SH)2) is an organic compound, which is obtained from benzene (C6H6)
by the chemical substitution of the H bound to C occupying in the ring position1 andn, with
a S-based functional group: thiol (SH). In the experiment, the current characteristicsI(VSD)

and the differential conductanceG= dI/dVSD were measured at room temperature as a func-
tion of an external bias voltageVSD. Reproducible evidence for a charge gap atVSD = 0 and
steps in the conductanceG as a function ofVSD, reminiscent of Coulomb staircase in QDs, were
observed. Although the results suggested charge and energyquantization to be responsible of
the observed behavior, at that time the question was not fully solved due to the impossibility to
accurately probe the charge states by means of an additionalgate electrode, which only recently
have been successfully integrated into MCBJs via electromigration [36] or electrostatic gating
[37] techniques.

Besides the importance of the findings reported, this experiment is regarded as a crucial
step in the field of molecular nanotechnology, as it triggered the realization of many other sim-
ilar experiments [38, 39]. However, the results reported bydifferent groups, obtained by the
analysis of conductance histograms, were puzzling, because the values of the measured conduc-
tance were scattered across several orders of magnitudes: e.g., the conductanceG∼ 0.011 G0

in STM measurements [38] is much lower thanG<10−4 G0 reported in a MCBJ settings [35].
This sheds shadows on the reproducibility of the results. Obviously, this is also related with
the impossibility of directly controlling the chemical processes behind the formation of a stable
junction, and also intrinsically dependent on the measurement technique. In this respect, some
configuration-dependent signals can be eliminated by a statistical analysis of several repeated
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measurements, which are often summarized inconductance histograms[40, 41], and some fea-
tures are clearly reproducible, like, e.g., the last plateau in Au (configuration: [Xe]4f 145d106s1)
Al ([Ne] 3s23p1) or Pb ([Xe]4f 145d106s26p2) contacts,
connected with the material-dependent orbital structure as well as with conductance quantiza-
tion [42, 43, 44]. However, quoting Ref. [44], it is clear that ‘‘statistical methods are not the
panacea and the interpretation of the conductance histograms is not always straightforward’’.
Indeed there are cases, including the above mentioned measurements in1, 4-DBT, in which the
origin of the discrepancies between the reported results isstill not clear.
Recently, it has been reported by Kiguchiet al. [45] that a highly conducting molecular junction
can be achieved bydirect binding aπ-conjugated molecule (benzene) on Pt electrodes, which
also pointed out that the conductance strongly depends on the properties of the chemical bond
between the molecule and the electrodes. Hence, the properties of theanchoring groups, e.g.,
thiol in the case of BDT, eventually determine the conductivity and the stability of the junction.
While one may still have the freedom to choose between few different anchoring groups, the
conductance also strongly depends on the relativepositionwithin the molecule of the anchoring
groups atoms, e.g., the value ofn in 1, n-BDT, so that systems with different bonding config-
uration will also display completely different conductingproperties. In this respect, see also,
e.g., Ref. [44] for a deeper reading.

The experiments mentioned above demonstrate the importantrole of conjugation in or-
ganicπ-electron systems: in particular , the presence of alternating single and double C-bonds
results in the formation ofπ orbitals delocalized within the whole molecule, hence making
those systems particularly suitable for charge transport.Indeed,π-conjugated molecules are
still considered the prototype systems for molecular junctions, both from an experimental and
a theoretical point of view. These will hence have a pivotal role also in the rest of this work.
Definitively, molecular nanotechnology ha the potentiality to become an alternative (or at least
complementary) to traditional Si-based SSDs, employing molecules or nano-clusters of atoms
as its fundamental blocks for (bio)technological applications: if Si represents the history, and in
many cases still also the present, of nanotechnological devices, can then C represent the future
instead?
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1.2 Understanding the role of electronic correlations

As mentioned in the previous section, the investigation of nanoscopic systems is strongly
related to charge (or spin) transport. Electronic transport at the nanoscale is a many-body phe-
nomenon, and while a deeper understanding of the transport mechanisms isper seinteresting,
it also provide valuable information that can be extracted performing transport spectroscopy.
Measuring the differential conductance as a function of thebias voltageVSD between the source
and the drain electrodes, and of the gate voltageVG, allows to detect discrete charge states and
to identify complex excitations, e.g., involving spin or vibrational degrees of freedom. In order
to understand how tunneling spectroscopy works, it is useful to briefly discuss the transport
mechanisms in nanoscopic devices.

1.2.1 Interplay between competing energy scales

Finite-size systems share many similarities with electronically confined systems, and in
many cases are believed to behave essentially as QDs. In fact, Coulomb blockade, Kondo
physics and even more exotic phases have been observed in many nanoscopic systems, includ-
ing molecular junctions [46, 47, 48, 49, 50, 51], individual[52, 53, 54] or cluster [55, 56] of
adatomson surfaces, and carbon nanotubes (CNTs) [57], just to mention a few. This allows
theoretical investigation of complex nano-systems to be performed in the framework of well-
established models.
Nevertheless, for molecular scale quantum dots, the excitation spectra may be quite complex
due to the presence of several competing energy scales: the level spacing of the discrete spec-
trum∆ǫ or the hopping amplitude in spatially extended systems, thecharging energyU due to
the Coulomb interaction between electrons, the reservoir-dot hybridizationΓ, and the tempera-
tureT . Without interactions, quantum fluctuations are well understood. However, correlation
effects and their interplay with the otherbareenergy scales cause the emergence ofnovel effec-
tiveenergy scales, and lead to a variety of transport regimes andinteresting physical phenomena.
This is indeed the case of the Kondo effect, associated to theKondo scalekBTK, and of its in-
trinsic non-perturbative nature, originating from the spin and charge fluctuations involving the
confined and delocalized degrees of freedom, mixing due to the reservoir-dot coupling.

At cryogenic temperatures, i.e.,kBT ≪∆ǫ, U , the discrete spectrum of the system can be
resolved, and depending on the value ofΓ with respect to these parameters, one can define
different transport regimes. In this respect, see also Fig 1.4 and Ref. [58] for a deeper reading.
In this situation, a theoretical understanding of the experimental observation discussed in the
previous section, can be achieved considering the constantinteraction model [59]. Here, the
QD is described as a set of single-particle levelsǫλ by the following Hamiltonian

HQD =
∑

λσ

(ǫλ + eVG)nλσ +
U

2
n(n− 1), (1.1)

wherenλσ is the occupancy of the spinσ state of the level labeled by the (set of) quantum
number(s)λ, and−|e|n = −|e|∑λσ nλσ denotes the total charge in the QD, controlled by the
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gate voltageVG. The charging energy of the QD is defined in terms of the capacitanceC of
the whole system (i.e., including the source, drain, and gate electrodes) asU =e2/C, while the
potential energy depends on the number of electron pairs anddoesnot affect the energy levels
of the single-particle spectrum. The QD is connected via hybridization processes, associated to
a tunneling barrierΓ to a source and a drain reservoirs1 with chemical potentialsµS andµD,
respectively, so that the bias voltage is defined byVSD=µS − µD.

In the weak-hybridization regime (kBT < Γ ≪ ∆ǫ, U) the Coulomb Blockade is lifted
by resonant tunneling processes, occurring whenever a single-particle state lies within (a range
kBT of) the bias voltage window. This can be achieved both varying the bias voltage itself
or the gate voltageVG. Spanning the gate voltage and measuring the (zero bias) conductance
results in a series of sharp peaks, occurring each time two states of the QD withn andn + 1

electrons become degenerate, allowing charge fluctuationwith no energy cost and a current to
flow through the QD. This phenomenon is also known asCoulomb oscillations. The peaks,
whose height represents a substantial fraction of the unitary conductanceG0 =2e2/h, follows
a periodic pattern: the current through the QD reise only at the degeneracy point, when charge
fluctuations are allowed, i.e., beingE(n) the energy as of the HamiltonianH for then electron
system, if any of the following condition is fulfilled

0
!
=

{

E(n+ 1)−E(n) = ǫn+1 + eV +
G + Un,

E(n)− E(n− 1) = ǫn + eV −
G + U(n− 1),

(1.2)

defining the values of the gate voltageV ±
G at which the peak is observed. Hence, the separation

between consecutive peaks

|e|(V +
G − V −

G ) =

∆ǫ
︷ ︸︸ ︷
ǫn+1 − ǫn +U, (1.3)

is controlled byU . Therefore one can conclude that the Coulomb blockade is a direct manifes-
tation of the Coulomb interaction between confined electrons. Considering, e.g., a harmonic
confining potential for the QD, one can theoretically understand the periodicity of the separa-
tion and experimentally show [11] that the states identified by tunneling spectroscopy follow
an atom-likeAufbauprinciple of sequential energy level occupation, defininga periodic table
for QDs [60].
The map of the differential conductance as a function of the bias voltageVSD and the gate volt-
ageVG displays the typical diamond structure, which is often referred to asstability diagram.
A schematic representation of the stability diagram is shown in Fig. 1.4 and reads as follow-
ing. Within eachdiamond(dark regions) the occupation of the QD is fixed, and there isno
conductance. Theinstability linesseparating the dark and light regions of the diagram corre-
spond to the particular values of the bias and gate voltage atwhich resonant tunneling sets in.
The slope of the instability carries quantitative information about the capacitance of the source,

1Here, for the sake of simplicity, we assume that electrons can tunnel back and fourth between the QD and the
reservoirs, while a more detailed discussion of the tunneling Hamiltonian, connecting the confined system and the
reservoirs, will be discussed in details in the following sections.
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Figure 1.4: Left panel: schematic representation of a QD three-terminal junction. Right panels:
electron transport through a weakly-hybridized junction;the gate voltage probes three different
charge states in the Coulomb blockade (upper right panels) and Kondo (lower right panels) regimes.
Schematic representation on the map of the differential conductancedI/dVSD versus the bias voltage
VSD and the gate voltageVG (stability diagram, see text for details) and conductance profile along
selected lines of the stability diagram. Adapted after Ref.[58].

drain, and gate electrodes, while the width of the diamonds is controlled by the addition energy,
which is defined in Eq. (1.3) as:Eadd := ∆ǫ + U , andβ quantifying the maximum shift of a
QD level which can be induced by the gate [58]. As the hybridizationΓ is enhanced, higher
order processes with respect to the resonant tunneling become important. We can distinguish
between a strong- and intermediate-hybridization regime.In thestrong-hybridization regime
(Γ≫∆ǫ, U, kBT ) the charge distribution inside the dot becomes continuous, the charge quan-
tization is lost together with any sign of Coulomb blockade,and coherent tunneling dominates
transport.

The intermediate-hybridization regime is way more interesting, as the interplay between
the interaction and the hybridization is non-perturbative. While, to some extent, it is still possi-
ble to observeCoulomb diamonds, high-order processes yields a finite current also in regions
where resonant tunneling is prohibited by the Coulomb blockade. Among those are included
elastic and inelasticcotunneling, as well as spin-flip processes.
In theelastic cotunnelingprocesses, the occupation of the dot is raised (or lowered) by a unity
involving the temporary occupation of a forbidden virtual state without violating the energy
conservation thanks to the Heisenberg’s uncertainty principle. On the contrary,inelastic cotun-
nelingprocesses leave the QD in an excited state with energy∆E∗ with respect to the one of the
initial state, and occur ateVSD=∆E∗, according to the energy conservation law. In the stability
diagram, those processes correspond to (white) lines running parallel to the diamond shaped
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regions. Moreover, whenever the QD occupation is odd the system is in a magnetic state (e.g.,
S =1/2), and while charge fluctuations are blocked, the QD still posses a spin degree of free-
dom. Hence,spin-flipprocesses entail an antiferromagnetic superexchange between the spin of
the QD and the reservoirs spin degrees of freedom. At low enough temperature, this gives rise
to a (Kondo) resonance at the Fermi energy in the density of states (DOS) of the QD [25, 26].
The Kondo resonance is associated with the quenching of the local moment, and connects two
consecutive degeneracy points through the odd occupation sector, while it does not occur if the
QD is initially in a non-magnetic state.

The Kondo physics as well as other many-body effect driven bystrong electronic correla-
tions are, obviously, not an exclusive of nanoscopic systems. However, the enhancement of
the Coulomb interaction due to the quantum confinement, andthe tunability of manufactured
nanoscale devices, set up the ideal conditions for both theoretical and experimental investigation
of the interplay of the Coulomb interaction with the hybridization between localized electrons
and delocalized degrees of freedom. Hence, in the next section we introduce a model which
is important in a two-fold prospective: on one hand, it allows to study the interplay between
the relevant energy scale: the temperature, the (local) Coulomb interaction, and the hybridiza-
tion with the reservoirs, while on the other it represents the tool to take into account electronic
correlations also in lattice systems within the dynamical mean-field theory (and its extensions).

1.2.2 The Anderson impurity model

Already since the 1940s, Mott and Peierls advanced the hypothesis that the electron local-
ization tendency due to a strong enough Coulomb repulsion could drive a metal-to-insulator
transition (MIT) [61, 62]. Some years later, Friedel proposed that tunneling of electrons be-
tween the localized levels of a magnetic atoms and a Fermi seacould give rise to a resonance
in the electronic spectrum [63]. Both effects, which are at the basis of the Kondo effect, are
taken into account in the Anderson impurity model (AIM), originally introduced by Anderson
in 1963 in order to theoretically explain the mechanism determining the formation of local mo-
ments in system of diluted magnetic impurities in a metallichost [64]. The motivation for it
was an unpredictable behavior of, e.g., the dilution of Fe impurities dissolved in Nb1−x-Mox

alloy giving rise (above a threshold concentration) to a typical Curie-Weiss dependence of the
magnetic susceptibilityχm ∼ 1/T , which is the hallmark for the existence of a magnetic state.
On the other hand, the Fe impurities resulted in a Pauli (i.e., temperature independent) suscepti-
bility in Ti, V or Nb hosts [65].
Beside providing a solution of the puzzle it was originally introduced for, the Anderson model,
together with the renormalization theory, gave an important contribution to the understanding of
the nature of the Kondo physics as a consequence of quantum many-body effects. Furthermore,
the AIM plays a crucial role in the analysis of electronic correlations in strongly correlated sys-
tems, especially in the context of one of the most successfulmany-body methods available so
far: the dynamical mean-field theory (to be discussed in details in Sec. 2.1).
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The Hamiltonian of the AIM reads

HAIM =

Hhyb
︷ ︸︸ ︷
∑

kσ

ǫkσnkσ +
∑

kσ

Vk(c
†
kσdσ + h.c.)+ ǫdnd + Und↑nd↓

︸ ︷︷ ︸

Hatomic

, (1.4)

whered†σ (dσ) creates (annihilates) an impurity electron with energyǫd, while the Coulomb
interaction on the narrow impurity state is taken into account by an on-site repulsionU . Those
contributions constitute the atomic (i.e., local) part of the impurity model Hamiltonian. The
operatorc†kσ (ckσ) instead, creates (annihilates) a conduction electron with spinσ, momentum
k, and energyǫkσ = Ekσ−µ, setting the zero of energy at the chemical potentialµ. When
immersed in a metallic host, the impurity electrons can tunnel into the conduction band and
vice versa. Those tunneling processes are described by the hybridization terms, which mixes
the localized impurity state|d〉 and the delocalized states of the conduction band|k〉. The
quantum mechanical amplitude of those processes is given (to a first approximation) by the
matrix elements of the ionic potential

V (k) ≈ 〈k|Vion|d〉. (1.5)

In order to understand the interplay between the local interaction on the impurity and the hy-
bridization with the conduction band of the host, followingRef. [66], we analyze the AIM: in
the atomic limit, describing the formation of a well-defined magnetic moment in an isolated im-
purity due to the local interaction, and in the non-interacting limits, in which a non-interacting
DOS develops a resonance due to the hybridization with a localized impurity.

The atomic limit. As anticipated, the Kondo resonance is generated from the hybridization
of a localized spin degree of freedom with the conduction electrons. Hence, the necessary
condition for the Kondo effect to take place is the existenceof a magnetic state in the impurity.
The formation of a magnetic moment can be easily understood considering theatomic limitof
the AIM, described by

Hatomic = ǫdnd + Und↑nd↓, (1.6)

While one may note similarities with Hamiltonian (1.1) introduced for the description of the
QD, in contrast, Hamiltonian 1.6 describes a single impurity level |d〉 with energyǫd, with an
on-site Coulomb repulsionU depending on the filling of|d〉. Hence, in the atomic limit there
are onlyfour quantum statesavailable, namely theempty state|d0〉 and thedoubly occupied
state|d2〉, with energyE(d0) = 0 andE(d2) = 2ǫd + U respectively, which are non-magnetic,
and theKramer’s magnetic doublet|d1σ〉, for a single occupation with spinσ=↑, ↓ and energy
E(d1) = ǫd, as summarized below:

empty state: |d0〉 E(d0) = 0
}

non magnetic
doubly occupied state: |d2〉 E(d2) = 2ǫd + U

Kramer’s doublet: |d1 ↑〉, |d1 ↓〉 E(d1) = ǫd magnetic
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In order to derive the condition under which a magnetic moment is well defined, one considers
the cost of charge fluctuations corresponding to the addition or the removal of an electron
from the magnetic (ground) state|d1σ〉, and impose it to be positive. Considering theremoval
process yields

|d1〉 → |d0〉 : ∆E = E(d0)−E(d1) = −ǫd > 0, (1.7)

while theaddition one yields instead

|d1〉 → |d2〉 : ∆E = E(d2)− E(d1) = ǫd + U > 0. (1.8)

Neglecting thermal fluctuations, i.e.,kBT ≪ |ǫd|, U , the combination of the previous relations
(1.7) and (1.8) leads to the condition

|ǫd + U/2| < U/2, (1.9)

under which a magnetic moment is well defined. If condition (1.9) is fulfilled, the ground state
of the system has only one electron sitting on the impurity, otherwise, depending on the relative
value ofǫd andU , the system is in a non-magnetic state with either none or twoelectrons sitting
on the impurity. The previous consideration can be summarized in the phase diagram of the
atomic limit of the AIM shown in the left panel of Fig. 1.5 (where we restricted ourselves to
the case of repulsive interactionU >0).

The non-interacting limit: virtual bound-states. It is also interesting to understand the in-
terplay between a non-interacting localized state with energy ǫd and a Fermi sea of delocalized
electrons, which is described by the following Hamiltonian

Hresonance =
∑

kσ

ǫkσnkσ +
∑

kσ

Vk(c
†
kσdσ + h.c.) + ǫdnd. (1.10)

Here, the effect of the hybridization processes is to broaden the localized impurity state|d〉, and
to give rise to a resonance (or avirtual bound-state) of width ∆, given by the Fermi’s golden
rule

∆ = π
∑

k

|V (k)|2δ(ǫk − ǫd), (1.11)

which corresponds to an average of the conduction band DOSρ(ǫ) =
∑

k δ(ǫk − ǫ) at energy
ǫd, weighted with the (modulus square of the) hybridization amplitude.
The previous expression can be derived considering the scattering process of the (non-interacting)
localized level by the conduction electrons. In terms of Feynman diagrams, the bare propagators
for the impurity and the conduction electrons can be represented (in Fourier space) as follows

ν
G0(ν) =

1

ν − ǫd
.

k, ν
G0(k, ν) =

1

ν − ǫk
,

(1.12)
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In this formalism, the hybridization process can be represented as an off-diagonal scattering
that allows impurity and conduction electron to transform one into each other

ν

V

k, ν
,

V ∗

k, ν ν
. (1.13)

The process of an electron to hop from the impurity state intothe conduction band and back to
the impurity can be associated to an effective scattering potential for the localized electrons

V V ∗

ν k, ν ν
=

|V (k)|2
ν − ǫk

, (1.14)

where the frequency dependence implies the scattering potential to be retarded in time. This
reflects the fact that impurity electrons are allowed to spend a lapse of time in the conduction
band before tunneling back to the impurity. Multiple scattering processes off this potential
result logically in adressedpropagator of the impurity electrons

ν
=

V V ∗

ν k, ν ν
+

V V ∗

ν k′, ν ν
+ . . . (1.15)

and the exact resummation of the infinite series of scattering diagrams yields the Dyson equation
for the impurity propagator

Gd(ν) =
1

ν − ǫd − Σ(ν)
, (1.16)

where thepurely localself-energy is given by the summation over the independent momenta of
the intermediate (virtual) states

Σ(ν) =
∑

k

|V (k)|2
ν − ǫk

. (1.17)

For the sake of simplicity, in the following we shall ignore any momentum dependence of
the hybridization amplitude, i.e.,V (k) = V ∗(k) = V , so that an analytical expression for the
self-energy can be derived. Substituting the discrete sum over the momentum with an energy
integral over the conduction band DOS yields

Σ(ν) =

∫

dǫ ρ(ǫ)
V 2

ν − ǫ
=

∫

dǫ
1

π

∆(ǫ)

ν − ǫ
, (1.18)

where we have defined thehybridization function∆(ǫ) = πρ(ǫ)V 2. In the complex frequency
plane, the self-energyΣ(ν) has a branch cut along the real axis, with a discontinuity in its
imaginary part

ImΣ(ν) =

∫

dǫ
1

π
∆(ǫ)

∓ıπδ(ν−ǫ)
︷ ︸︸ ︷

Im
1

ν − ǫ± ı0+
= ∓∆(ν), (1.19)

where the± signs correspond, to the usual definition of the advanced and retarded self-energy,
respectively [67] . If we consider the case of a featureless conduction band, characterized by
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flat DOS symmetric with respect to the Fermi energyǫF , i.e., ρ(ǫ) = 1/2D, whereD is the
half-bandwidth, then

Σ(ν) =
∆

π

∫ D

−D

dǫ
1

ν ± ı0+ − ǫ
=

∆

π
ln
∣
∣
∣
ν +D

ν −D

∣
∣
∣∓ ı∆Θ(D − |ν|), (1.20)

whereΘ(·) is the Heaviside step function. The imaginary part of the self-energy determines
the branch cut, which can be non-zero only in an region of the complex plane where also the
hybridization function is non-zero, while the real part, becomes negligible in the broad band
limit, i.e., ReΣ(ν) = O(ν/D). Considering the constant contribution of the real part of the
self-energy as a chemical potential shift, and absorbing itin the definition of the energy of the
impurity level: ǫd → ǫd − µ, the impurity propagator can be written as

Gd(ν) =
1

ν − ǫd − ı∆
, (1.21)

yielding the spectral function

Ad(ν) = −1

π
ImGr

d(ν) =
1

π

∆

(ν − ǫd)2 +∆2
. (1.22)

The latter corresponds to a virtual bound-state with a Lorentzian profile aroundǫd and charac-
terized by a finite lifetime given byτvbs = ~/∆, where~ is the reduced Plank’s constant. The
latter result can be extended to any hybridization function, provided it is slowly varying over
the width of the resonance.

Mean-field solution. So far we have understood the role of the Coulomb interactionand of
the hybridization when considered separately, analyzing two limiting cases of the AIM. How-
ever, to understand their interplay is way more challenging. According to Landau’s Fermi
Liquid (FL) theory, the excitation spectrum of a metal can beadiabatically connected to the
one of a non-interacting Fermi gas. This leads to an apparentinconsistency: from the adia-
batic point of view, the ground state of the AIM has a FL nature, while, in the atomic limit,
where the interactionU much larger than the hybridization, one would expect the formation
of a magnetic moment. Therefore there must be a crossover scale, separating the FL and the
local moment phases. In this respect, it was shown by Anderson, within the framework of a
Hartree mean-field approach [64], that the system will develop a local magnetic moment pro-
vided the Coulomb interaction is larger than a critical valueU > Uc = π∆. Though being an
over-simplified description of the magnetic moment, the mean-field solution provides a quali-
tative understanding of the phenomenon, that can be brieflysketched in the following. In the
Hartree mean-field approximation, one can decompose the interaction term as

U〈nd↑nd↓〉 → U〈nd↑〉nd↓ + Und↑〈nd↓〉+ o(δn2
d), (1.23)

which physically corresponds to neglect spatial fluctuations. Under this condition, the interac-
tion only produces a spin-dependent shift of the impurity level

ǫdσ = ǫd + U〈nd−σ〉. (1.24)
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According to the Friedel’s sum rule [63], the number of localized electrons trapped inside the
resonance, atkBT ≪ ∆, is connected to thescattering phase shiftηdσ by the relation

〈ndσ〉 =
∫ 0

−∞

dǫρdσ(ǫ) =
1

π
ηdσ =

1

π
cot−1

(
ǫd + U〈nd−σ〉

∆

)

, (1.25)

yielding a relation that couples the average occupation of opposite spin polarization. In order
to proceed, it is convenient to rewrite it in terms of the occupationnd =

∑

σ〈ndσ〉 and the
magnetizationmd=〈nd↑〉−〈nd↓〉 yielding the mean-field equations

nd =
1

π

∑

σ=±1

cot−1

(
2ǫd + U(nd − σmd)

2∆

)

, (1.26a)

md =
1

π

∑

σ=±1

σ cot−1

(
2ǫd + U(nd − σmd)

2∆

)

. (1.26b)

Hence, the critical value of the interactionUc is obtained performing the limitmd → 0+ in Eq.
(1.26a), resulting in the self-consistent condition

πnd

2
= cot

(
ǫd + Ucnd

∆

)

. (1.27)

Linearizing Eq. (1.26b) with respect tomd yields

1 =
Uc

π∆
sin2

(
πnd

2

)

, (1.28)

so that at half-filling (nd=1), it simplifies to

1 =
Uc

π∆
. (1.29)

Below the critical value of the Coulomb interactionUc the mean-field equations (1.26) are
consistent only for〈nd↑〉 = 〈nd↓〉, and the system is a FL with a Lorentzian DOS, described by
Eq. (1.22). AboveUc the equations admit two more solutions, corresponding to a finite value of
the magnetizationmd. For the latter solutions, the DOS shows two Lorentzian peaks, separated
by a magnetization gap∆m = 2Umd

Ad(ν) = −1

π

∑

σ

∆
(
ν − ǫd − σUmd

)2
+∆2

, (1.30)

leading to the mean-field phase diagram of the AIM, shown in the right panel of Fig. 1.5. While
in the atomic limit a local magnetic moment develops at any finite value of the interactionU ,
provided the condition (1.9) is fulfilled, in the mean-field solution it happens only above a
critical value of the interaction, determined by the microscopic details of the hybridization
between the impurity and the host conduction electrons.
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Figure 1.5: Phase diagram of the AIM in the atomic limit (left panel) and within the mean-field approx-
imation (right). In the atomic limit the single particle states are well defined, and a local magnetic
moment is formed provided the condition (1.9) is fulfilled.On the other hand, the interplay between
the interaction and the hybridization setsUc = π∆ as a threshold for the formation of the local mo-
ment, associated to a finite magnetization gap. Adapted after Ref. [66].

Relation with the Kondo model. The mean-field solution of the AIM provides a qualitative
understanding of the behavior of magnetic impurities within a metallic alloy. It provides a clear
example for the generation of a new effective energy scale from the bare ones. In fact, the
condition for the formation of a local magnetic moment originates from the interplay between
the local Coulomb interaction and the impurity-host hybridization. As both the ionic potential,
determining the hybridization amplitudeV , as defined by relation (1.5), and the strength of the
Coulomb repulsion can vary substantially within differentatomic species, the critical condition
for the formation of a magnetic moment is not always fulfilled. However, within the mean-field
description, the formation of the magnetic moment is associated to a spontaneous symmetry
breaking, and to a finite magnetization. While this may be a reasonable description for an
ensemble of magnetic atoms, which develop effective long range ferromagnetic correlations, if
magnetic impurities are diluted in a metallic host, magnetic correlations between the impurities
are expected to be negligible (if this condition is not meta priori, the single impurity Anderson
model cannot provide a reasonable description of the system, see also Sec. 1.2.3).

The scattering of the conduction electrons off a single magnetic impurity leads to a com-
pletely different physics: the Kondo effect, which is a non-perturbative, many-body effect as-
sociated to a characteristic energy scalekBTK. As already mentioned, the earliest experimental
observation that motivated research interest in this direction, and eventualy the discovery of
the Kondo effect, was related to ananomalous resistivity, increasing logarithmically at low
temperature, in the presence of magnetic impurities dilutein a metallic host.
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In the temperature dependence of the resistivity in a metal,one can identify several contribution
with different origins, leading to the following behavior

ρ(T ) = ρ0

[

1 + αlog
( T

TK

)

+ . . .
]

+ γT 2 + λT 5. (1.31)

The constant contributionρ0 is the one due to electron scattering off (non-magnetic) defects,
vacancies, or impurities, which prevents the resistivity to vanish even in theT = 0 limit. The
temperature dependent contributions, on the other hand, are determined by electron-electron
(i.e., like in the Fermi liquid theory∝ T 2), or by electron-phonon (∝ T 5) scattering processes.
The anomalous contribution, which can be shown to depend on an universal function ofT/TK, is
instead given by scattering processes due to magnetic impurities, as discussed in the following.
The relative magnitude of the prefactors is, obviously, material dependent.

In the AIM (1.4) one can identify a low-energy subspaced1 and a high-energy subspace,
containing valence fluctuation involving thed0 andd2 states. The hybridization term is an
off-diagonal term that mixes the subspaces, allowing charge fluctuations. As was shown by
Schrieffer and Wolf [68], the Anderson Hamiltonian can be reduced to a block diagonal form
through a canonical transformation, requiring all first order terms inV to be vanishing. This
is equivalent to a renormalization approach, where the high-energy degrees of freedom, corre-
sponding to the valence fluctuations, are traced out of the Hilbert space, leading to the formation
of a new effective energy scale, which is a function of the bare Coulomb interaction and the
hybridization.
While a detailed derivation is beyond the scope of this work,it is interesting to discuss the phys-
ical implications of the Schrieffer-Wolf transformation,resulting in a low-energy Hamiltonian2

which reads
HKondo =

∑

kσ

ǫkc
†
kσckσ +

∑

kσk′σ′

Jk,k′ c
†
kστσσ′ck′σ′ · Sd, (1.32)

whereτ = (τx, τy, τz) are the Pauli matrices. The model associated to Hamiltonian(1.32) is
commonly referred to as the Kondo model, and describes the dynamics of the local magnetic
momentSd, provided by the unpaired spin of the impurity (as its occupancy in the low-energy
model is constrained to bend = 1) coupled to the spin density of the conduction electrons via
anexchange interaction

Jk,k′ = Vk V
∗
k′

[ 1

ǫd + U
− 1

ǫd

]

. (1.33)

Note that the interaction parameter is quadratic in the hybridization and involves the excitation
energiesǫd andǫd + U of the|d0〉 and|d2〉 valence states of the AIM in the atomic limit.

Within this model one can compute the resistivity due to scattering processes involving the im-
purity and the conduction electrons within perturbation theory, that we briefly discuss below.
We restrict ourselves, for the sake of simplicity, to the case Sd = 1/2 (i.e., two-fold degener-
acy) and assumingJ to be a constant. The lowest order involves processes in which, e.g., a

2apart from a residual one-particle scattering potential that has not been explicitly considered here.
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Figure 1.6: Representative Feynman diagramKi corresponding to lowest order(i= 1, 2) and higher
order (i=3, 4) scattering processes between the impurity and the conduction electron in the Kondo
model. The scattering amplitudesJ (1) (1.34) andJ (2) (1.35) considered in the text correspond to
the above diagrams labeledK1 andK3, respectively. The blue (red) fermionic line describes the
propagation of the virtual conduction electron (hole) involved in the spin-flip process. Finally, each
interaction vertex in the above processes can be elegantly expressed in terms of the corresponding
z-component (Sz), rising (S+) andlowering (S−) operators of the impurity spin.

conduction electron in the initial state|k ↓〉 scattering off an impurity withSz
d =↑ to the final

state|k′ ↓〉, whose diagrammatic representation is shown in Fig. 1.6 (diagramK(1)). Under the
above assumptions, the scattering amplitude for such a process reads

J (1) := J(k ↓, ↑→ k′ ↓, ↑) = J. (1.34)

The evaluation of all the topologically distinct lowest order diagrams, taking the trace over the
conduction electron spin as well as on the impurity state, leads, however, to a temperatureinde-
pendentcontribution to the resistivity. Hence, Kondo [20] considered a higher order correction,
including processes involving aspin-flipof the impurity in a virtual state, whose diagrammatic
representation is shown in Fig. 1.6 (diagramK(3)), associated to the scattering amplitude

J (2) :=
∑

k′′

J(k ↓, ↑→ k′′ ↑, ↓)J(k′′ ↑, ↓→ k′ ↓, ↑)1− f(ǫk′′)

ν − ǫk′′
. (1.35)

In expression (1.35), the factor1 − f(ǫq) takes into account the probability of the virtual state
involved in the spin-flip process to be unoccupied. Below weshow that it leads to a temperature-
dependent scattering rate and eventually to the anomalous resistivity. However, a rigorous
derivation, would require the evaluation of all topologically distinct diagrams associated to the
process, involving the Matsubara sum of the Green’s function of the virtual stateG(ν, ǫk′′).
Replacing the sum over the virtual momentumk′′ in the scattering amplitude (1.35) with an
energy integral using the DOSρ(ǫ′′k) we obtain, at low temperatures

J (2) = J2

∫

dǫk′′
1− f(ǫk′′)

ν − ǫk′′
ρ(ǫk′′) ≈ J2ρ

∫ D

ǫF

dǫk′′
1

ν − ǫk′′
, (1.36)

where we assumedρ(ǫ′′k) to be a constant, symmetric, and characterized by a half-bandwidthD.
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Evaluating the integral eventually yields

J (2) = J2ρ log
∣
∣
∣
ν − ǫF
ν −D

∣
∣
∣. (1.37)

The scattering rate, is proportional to the square of the total scattering amplitude

1

τimp
∝ |J (1) + J (2)|2 = J2 + 2J3ρ log

∣
∣
∣
ν − ǫF
ν −D

∣
∣
∣ +O

(
J4

)
. (1.38)

As only the electrons within a windowkBT around the Fermi surface will contribute to the
resistivity, we have|ν − ǫF |≈kBT , eventually yielding

ρimp = ρ0

[

1 + 2Jρ log
∣
∣
∣
kBT

D − ǫF

∣
∣
∣

]

, (1.39)

where the prefactorρ0∝J2. The sign of the exchange interaction determines the low-temperature
behavior of the resistivity: ifJ >0 the interaction favor the parallel alignment of the local mag-
netic moment to the spin density of the conduction electrons(ferromagnetic exchange), while if
J < 0 if favors an antiparallel alignment (antiferromagnetic exchange). Only in the latter case,
the scattering processes involving aspin-flipdetermine the anomalous contribution to the resis-
tivity, providing an explanation for the resistance minimum. Similar corrections also arise in
other experimentally accessible quantities, as themagnetic susceptibilityand thespecific heat.

However, the effective temperature-dependent exchange couplingJeff(T ) diverges asT→
0, and the limit of validity of the above results, as expected within a perturbative approach, is
set by the condition

2Jρ log
∣
∣
∣
kBT

D − ǫF

∣
∣
∣ ∼ 1, (1.40)

implying higher order diagrams to become non-negligible, and corresponding to an energy scale
given by

kBTK ∼ (D − ǫF ) e−1/2|J |ρ, (1.41)

which defines theKondo temperature. Extending Kondo’s calculations to obtain a satisfac-
tory solution belowTK , became known as theKondo problem. Among the most important
contributions in this direction we recall the works of Abrikosov & Suhl [69, 70], and Nozières
[71]. Further understanding of the Kondo problem was provided by Anderson’spoor man’s
scaling[72], which allowed to show that the local moment of the impurity is screenedby the
conduction electrons, as their spin degrees of freedom become entangled. The resulting state is
non-magnetic and forT→0 the system displays a Pauli temperature independent susceptibility.
Eventually, the non-perturbativerenormalization group approach proposed by Wilson [108]
to confirmed this picture. Within the Kondo model, the enhanced contribution to the resistiv-
ity, magnetic susceptibility an the specific heat, stem from a narrow quasi-particle peak which
develops belowTK: the resonance is known as theAbrikosov-Suhl resonance, but is often
referred to as theKondo resonance.

Interestingly, this lead to a completely different physicsin QDs, where electrons can only
tunnel through a narrow region due to the confining potential. Here, instead of increasing the
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resistivity, the presence of a Kondo resonance determines an enhancementof the conductance,
allowing electrons to overcome the Coulomb blockade.

1.2.3 Beyond impurity models: challenges& open questions

As we have seen so far, the interplay between strong electronic correlations and hybridiza-
tion in the AIM is qualitatively well-understood, and a (numerical) solution of the AIM is
reliably accessible (in this respect see also Sec. 2.1). Hence, when the system is expected to be-
have as QD, i.e., is dominated by charge and energy quantization effects and only few-orbitals
contribute to determine the low-energy physics, a reliabletheoretical description and a satisfy-
ing agreement with experiments is possible. Whether this condition is fulfilled or not strongly
depends on the relevant energy scales in the system under investigation. However, it seems
to be the case in several cases of interest, e.g., as shown in the recent results reported in Refs.
[74, 75, 76, 57], just to mention a few.

We have also seen that, beside semiconductor (mostly Si-based) SSDs, modern technolo-
gies also allow to grow, synthesize, and manipulate high-quality nanoscopic systems, ranging
from nano particles to nano-wires and cluster, but also to trap few or individual molecules
within quantum junctions. As the complexity of experimentally available systems increases, so
does also their potential. In particular, the complex interplay between electronic correlations
and internal degrees of freedom of the nanostructure is responsible for a variety of physical
phenomena, which are interesting from the basic research point of view, and appealing for
technological applications. Among those, are non-linear current-voltage characteristics, and
electronic transitions to be triggered by means of weak external perturbation, e.g., mechanical
stress, and electric or magnetic field.

The knowledge of the microscopic mechanism underlying correlation-driven phenomena
may allow to improve the efficiency of existing devices, andpossibly the discovery of novel
physics. However, the present theoretical understanding,beyond the framework of the few
relatively well-known models, of those properties is far from being satisfactory, and a com-
prehensive, and unified theory of strongly correlated nanoscopic structure is still lacking. In
this respect, the challenges are mainly due to the many orbitals involved and with long-range
fluctuations (of importance in critical phenomena). An interesting example in this context is
represented by the Ruderman-Kittel-Kasuya-Yosida (RKKY)interaction [77, 78, 79], which
is a non-localindirect magnetic echange correlating localized impurities. As forthe Kondo
temperatureTK, the typical scale associated to the RKKY exchangeTRKKY , is generated by the
interplay between the bare local Coulomb interaction in thenarrow impurity orbital, and the
non-local hybridization processes between the impurity electrons and the delocalized conduc-
tion electrons. In the limit of low impurity concentration in the metallic host (dilute impurities)
the impurity-impurity correlation is weak; otherwise the RKKY and the Kondo physics would
compete in the intermediate-coupling regime, making the description of the system incredibly
complex, but also incredibly fascinating.
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1.3 Quantum transport

As we have seen, transport spectroscopy is a valuable experimental tool to investigate elec-
tronic structures, and excitation spectra of nanoscopic systems. Hence, one of the most impor-
tant (and challenging) issues is the theoretical understanding of electronic transport through a
nanoscopic conductor (be it a QD, a molecule or a cluster of atoms) bridging metallic electrodes.
In this regime the typical Fermi wavelengthλF is comparable to the size of the nanoscopic con-
ductorL, both being much smaller than the electronic coherence length lφ, so that electronic
transport is completely dominated by quantum effects. Moreover, both the atomic and the elec-
tronic structure of the conductor strongly influences the transport properties, which, on the other
hand, also means that valuable information about the systemcan be inferred from electronic
transport measurements. Early studies of quantum transport by Landauer [80] and later on by
Büttiker [81] proposed a novel view of electronic conductance through a nanoscopic structure
in terms of transmission. In former times in fact, the electrical conduction was treated within
a semi-classical picture, electrons accelerated according to the Bloch’s theorem by an external
applied electric field, and equilibrium was restored due tomomentum relaxation induced by (in-
coherent) scattering processes off impurities or lattice phonons. A purely quantum mechanical
description of conductivity was proposed by Kubo, yet energy and particle conservation did not
allow for dissipation effects beyond polarizability (linear response).

In the following the Landauer-Büttiker single-particle approach to conductance [80, 81]
will be discussed within scattering theory. In the limit of infinitesimal bias voltage applied to
the system, Landauer-Büttiker formula can also be derived within linear response theory in a
Green’s function formalism. Generalizations to interacting systems will also be discussed in
this framework.

1.3.1 Landauer-Büttiker formalism

In the Landauer-Büttiker formalism, the nanoscopic conductor is regarded as a quantum
mechanical scatterer of the electrons incoming from the leads and transport results from a diffu-
sion process of charge carries due to a chemical potential (and therefore carrier concentration)
gradient. Electrons are assumed to scatter only elastically inside the nanostructure, discarding
inelastic processes due to, e.g. electron-phonon or electron-electron interactions. The above
relations between the important length scales can be summarized as follows

a0 ≪ λF . l0 < L < lφ . lin, (1.42)

wherea0 is the Bohr radius,l0 is the elastic mean-free path andlin is the length scale related to
the typical inelastic relaxation processes. Thus electronic transport, within Landauer-Büttiker
formalism, emerge as a quantum mechanically coherent process and can be described in terms
of non-interacting quasi-particles elastically scattered by the nanostructure.

The above condition defines the so-calledballistic transport regime. For the sake of com-
pleteness, we briefly discuss the other possible transportregimes, depending on the mutual
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relations of the characteristic lengths. In presence of multiple scattering events, i.e.lin < L, the
transport isdiffusive, and it is characterized by a reduced conductance with respect of the elas-
tic one. Moreover in presence of multiplecoherentscattering events inside the nanostructere,
which means thatlin ≪ lφ ≪ L one can have electroniclocalization due to quantum interfer-
ence at low temperatures which determines an increased resistivity. The classicalincoherent
regime and the standard relation for an ohmic resistor is finally recovered whenL ≫ lin, lφ.

Following Ref. [82], we consider a nanoscopic system divided, for convenience, into three
regions: a central nanoscopic scattering region (S) connected via metallic leads to two reser-
voirs, to the left (L) and to the right (R), as schematically represented in Fig. 1.7.

In the ballistic regime (L ≪ lφ, lin) the electron propagation within the sample is quantum
mechanically coherent, i.e. electrons can be described by awave packet with a definite phase.
On the other hand, when transmitted to the reservoirs, one can safely assume the electrons to
be thermalized at the temperatureT and the chemical potentialµL,R of the leads, and therefore
described by the corresponding Fermi-Dirac distribution function. We will consider the elec-
trons in the leads to propagate freely along thez direction, and to be confined in the transverse
plane with respect to the propagation direction, giving rise to a quantized spectrum, whose en-
ergy eigenstates are labeled by the (set of) quantum number(s)n. Hence, the wavefunction of an
electron propagating through the nanostructure can be written as a plane wave in thez-direction
eıknz modulated by a transverse wave-functionΦn(x, y), as

ψn;kn(x, y, z) = Φn(x, y)e
ıknz, (1.43)

wheren labels an eigenmode of the L or R lead, so thatkn denotes the wavevector associated
to then-th eigenmode at a given energyE (see also Fig. 1.7). In the case of a real material,
the wave function is modulated by the underlying lattice potential, according to the Bloch’s

Figure 1.7: Schematic representation of electronic transport througha nanoscopic device: macroscopic
charge reservoir are bridged by metallic leads (L andR) contacted to a scattering region (S). The
electrons in the leads are thermalized at chemical potential µL andµR, respectively. The wavefunc-
tion ψL

n;kn
incoming fromL and characterized by wavevectork of eigenmoden, at energyE(k), is

partially reflected to a generic eigenmode ofL (with probabilityr2nn′(E)) and partially transmitted to
a generic eigenmode ofR (with probability t2nn′′(E)) through the scattering regionS.
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theorem, and the transverse eigenmodes correspond to the energy bands of the leads.
TheLandauer-Büttiker formula expresses the conductance as the sum of the transmission

probabilitiesTn in all possible transmissionchannels

G = 2
e2

h

∑

n

Tn. (1.44)

This suggests aconductance quantizationwith a conductance quantumG0 = 2e2/h, where
the channels are identified with the quantized eigenmodes of the leads. In this respect, it can be
shown, e.g., as in Ref. [83], that to each transverse mode there is an associated potential barrier
in the propagation direction due to the kinetic energy boundin the transverse motion. Therefore
only a finite number of modes with a barrier less than the Fermi energyEF will contribute to the
conductance. Since in general the transmission probability can assume any value between0 and
1, conductance quantization will be observed only in particular geometries where the reflection
is negligible, e.g., in the case of a quantum point contact (QPC). Conductance quantization
has been experimentally reported [30, 84], and triggered theoretical speculation [85], providing
strong evidences in support of the Landauer-Büttiker result.

In order to derive the Landauer-Büttiker formula (1.44), wedefine the current density asso-
ciated with the propagating moden as

jn(k) = evn(k) = e
1

~

∂En

∂k
(k), (1.45)

where the group velocityvn(k) of moden, is given, within the Peierls approximation [86],
by the derivative of the dispersion relationEn(k) of the electron in the lead. According to
the previous assumptions, the incoming wave can only be scattered, via elastic processes, into
states with thesameenergyE. Thus a wave with energyE incoming from the lead L will give
rise to a coherent superposition of the form

ψL
n;kn +

∑

n′∈L

rnn′(E)ψL
n′;kn′

+
∑

n′′∈R

tnn′′(E)ψR
n′′;kn′′

, (1.46)

wherernn′(E) is the probability amplitude for an electron on moden and energyE to be
reflected into moden′ in the lead L, whiletnn′′(E) is the probability amplitude for the same
mode to be transmitted into moden′′ in the lead R. The probability of an electron in moden of
the lead L, to be transmitted toanymode of the lead R through the scattering regionS is, hence,
given by

∑

n′′ |tnn′′(E)|2, giving rise to a total current density

jL
n(k) =

∑

n′′∈R

|tnn′′(E)|2jn′′(kn′′), (1.47)

assuming the currents to be independent. The current flowing from the lead L to R is eventually
obtained summing the current densityjL

n(k) over all possible modes of the left lead, up to the
chemical potentialµL, as

IL =
∑

n∈L

∫

En(k)<µL

dk jL
n(k) =

∑

n∈L

∑

n′′∈R

∫ µL

−∞

dE ρR
n′′(E)|tnn′′(E)|2jn′′(kn′′), (1.48)
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in which the integral over the wavevectork is converted into an integral over the energy by
means of the DOSρRn′′(E) projected onto the generic moden′′ of the lead R. As we are assuming
a one-dimensional transport, the DOS of the leads is given byρ(E) = 1

2π
(dk/dE) and cancels

exactly with the group velocity in the definition of the current density, so that

IL =
e

h

∑

n∈L

∑

n′′∈R

∫ µL

−∞

dE |tnn′′(E)|2 = e

h

∑

n∈L

∫ µL

−∞

dE T L
n (E), (1.49)

where
T L
n (E) =

∑

n′′∈R

|tnn′′(E)|2 (1.50)

is thetransmission coefficient per conduction channel. In a completely analogous way the
electrons in the modes of the lead R up to the corresponding chemical potentialµR give rise to
a current flowing to the lead L

IR =
e

h

∑

n′′∈R

∫ µR

−∞

dE T R
n′′(E). (1.51)

Here the transmission coefficient

T R
n′′(E) =

∑

n∈L

|tn′′n(E)|2 (1.52)

is analogously defined in terms of the probability amplitude for an electron with energyE to be
transmitted from moden′′ in the lead R to moden in the lead L. Due to time-reversal symmetry,
tnn′′(E) andtn′′n(E) can differ only by a phase factor, so that thetransmission probability
T (E) is the same for the current generated from electrons injected into the L or R lead

T (E) :=
∑

n∈L

T L
n (E) =

∑

n∈L

∑

n′′∈R

|tnn′′(E)|2 =
∑

n′′∈R

∑

n∈L

|tn′′n(E)|2 =
∑

n′′∈R

T R
n′′(E). (1.53)

Moreover, denoting withNL is the number of channels in the lead L, due to the conservation of
the probability current thereflection probability for the electrons injected from the L reservoirs
at some energyE is given by

R(E) = NL −
∑

n∈L

T L
n (E) = NL −

∑

n∈L

T R
n (E), (1.54)

where the last equality follows from Eq. (1.53). Therefore the contribution to the current of the
electrons incoming from the L reservoir cancels out with theone of thebackscatteredelectrons
and the transmitted electrons incoming from the right reservoir. The same happens in the lead
R as well. This means that the net current at some energyE flowing through the device is zero
when electrons are injected from both reservoirs at that energy.

Hence, in order to have current flowing through the nanostructure, one has to apply a bias
voltage is, so that, e.g.µL = µR+eV <µR, and only electrons with energy larger thanµR will
effectively contribute to transport, yielding a net current

I(V ) =
e

h

∑

n∈L

∫ µL

µR

dE Tn(E), (1.55)
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and the corresponding conductance, calculated taking the derivative of the current with respect
of the bias voltage

G(V ) =
∂I

∂V
=
e2

h

∑

n∈L

Tn(eV ). (1.56)

At low bias |eVSD| = |µL − µR| ≪ µ, with µ being the equilibrium chemical potential, and at
low temperatures one can assumeTn to be energy independent, so that one can expand around
E≈µ, yielding

I(V ) =
e2

h
V
∑

n∈L

Tn(µ)
hence−−−−→ G(V ) =

e2

h

∑

n∈L

Tn(µ). (1.57)

In this notation the spin degree of freedom is contained in the mode indexn, but for spin-
degenerate systems the transmission probability is the same for both spin channels yielding an
additional factor2, yielding the Landauer-Büttiker formula (1.44) with the conductance quan-
tumG0 =2e/h as a prefactor. As the transmission coefficient is an hermitian matrix, the sum
over all possible channels is often expressed in terms of a trace

∑

n

Tn =
∑

n

(∑

m

t∗nmtmn

)

=
∑

n

(t̂†t̂)nn (1.58)

so that the expression for the conductance reduces to

G = 2
e2

h
tr(t̂†t̂), (1.59)

The knowledge of the transmission coefficient (or equivalently, of the transmission matrix) is
therefore of fundamental importance as it allows to computethe electrical conductance and the
(I/V ) characteristics of a nanoscopic conductor.

Where does the resistance come from? If the inelastic relaxation lengthℓin is much larger
than the sizeL of the scattering region, there is no mechanism for energy dissipation, and one
would expect the conductance to be infinite. Instead, the presence of boundaries determines the
existence of eigenmodes. The number of eigenmodes that can be activated at energyE is given
byM(E)=

∑

n Θ(E − En), and each of them is occupied according to the Fermi distribution
functionf(ǫn). The resistance cn be separated into two parts as

G−1 =
h

2e2MT
=

h

2e2M
+

h

2e2M

1− T

T
, (1.60)

where in the last equality the former is thecontact resistance, generated by the transitions to
the leads, and the latter represents the residualscatterer resistance, generated by scattering pro-
cesses within theS region. It follows that aquantum resistanceR0 := h/e2 is associated to
each mode, setting an upper bound to the conductance, corresponding to the case of negligible
backscattering, i.e.,1−T =0.
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Interestingly, the resistance can be obtained also directly from the Heisenberg uncertainly prin-
ciple: ∆E∆t = (e2/C)RC > h, where∆E induced by charge fluctuations is given by the
charging energye2/C and∆t is given by the RC-time (i.e., the time required to charge or dis-
charge a capacitorC through a resistorR). It follows thatR>R0, i.e., the resistance must be
larger than the quantum resistance in order to reduce the uncertainty on energy (well defined
charge state in the system).

1.3.2 Extended interacting systems: Linear Response conductance

The merit of Landauer was to introduce a completely new pointof view, describing charge
transport in terms of transmission. However, as already mentioned, in thenon-ideal case the
Landauer-Büttiker assumption, that the transmission is reduced only due toelasticbackscatter-
ing from the barrier, breaks down for an interacting system at finite temperature.
Extension to the case of an interacting region has been carried out by Meir& Wingreen [87]
within the Keldysh formalism [88]. The Meir-Wingreen formula does not imply any approxi-
mation, provided the knowledge of theexactGreen’s function of the interacting region. While
this i not a trivial requirement in the general case of an extended interacting region, in some spe-
cial cases, e.g., for the AIM, the Green’s function can be obtained, and due to vanishing vertex
corrections, the conductance can be expressed in terms of the one-particle spectral function of
the interacting region [87], as also discussion at the end ofthis section.
Following Oguri [89], we derive within the Kubo formalism the expression of the equilibrium
(finite temperature) linear conductance for an extended interacting system, as well as the cor-
responding vertex corrections. In this respect, we conveniently divide the system into three
regions: a scattering region (S) bridging a left (L) and a right (R) non-interacting leads, as
shown in Fig. 1.8. The scattering region consists ofN sites coupled via an interactionUj1j2;j3j4,

Figure 1.8: Schematic representation of electronic transport througha naoscopic device: an interacting
scattering region (S) bridging non-interacting leads (L andR). The sites belonging to the scattering
region are labeledi = 1...N , and are connected by hopping channelstij . Sites1 andN are also
connected via hybridization channelsVL,R to the interface sitesℓ andr, belonging to the L and R lead,
respectively. The arrow above the currentJL,R indicates the direction of a positive current.
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while the leads are assumed to be infinitely extended and characterized by a continuum spec-
trum. The Hamiltonian of the system reads

H = HS +HL +HR +Hhyb, (1.61)

where the scattering region is described within a tight-binding lattice in the presence of an
electron-electron interaction

HS =
∑

i,j∈S

∑

σ

tijc
†
iσcjσ − µ

∑

i∈S

∑

σ

niσ +
1

2

∑

{j}∈S

∑

σσ′

Uj1j2;j3j4c
†
j4σ
c†j3σ′cj2σ′cj1σ, (1.62)

and it is connected to the tight-binding representation of the L and R non-interacting leads

HL =
∑

i,j∈L

∑

σ

tLijc
†
iσcjσ − µL

∑

i∈L

∑

σ

niσ,

HR =
∑

i,j∈R

∑

σ

tRijc
†
iσcjσ − µR

∑

i∈R

∑

σ

niσ,
(1.63)

via the following hybridization term

Hhyb = −
∑

σ

VL(c
†
1σcℓσ + c†ℓσc1σ)−

∑

σ

VR(c
†
rσcNσ + c†Nσcrσ). (1.64)

Herec†iσ (ciσ) creates (annihilates) an electron on sitei and spinσ, andniσ = c†iσciσ. The sites
within each region are connected via hopping channelstij or tL,Rij corresponding to the parame-
ters of the tight-binding representation of the S, L, and R regions; however, in order to obtain the
results presented below, no assumption is needed on the actual tight-binding parameters. The
mixing between those regions is provided by the hybridization amplitudesVL,R connecting the
interface sites of the L and R leads (labeledℓ andr, respectively) with the interface sites in the
scattering region (labeledi=1, N); the remaining sites of the scattering regioni=2, . . . , N−1

do not hybridize. We denote withµL, µR andµ the chemical potential of the L and R leads, and
of the scattering region, respectively. The interactionUj1j2;j3j4 could in principle be a general
interaction fulfilling time reversal symmetry [89], and inparticular the derivation holds in the
case of the local Hubbard interaction.

Theconductanceis defined within linear response theory by means of the Kuboformula [90]
an obtained from the linear contribution of the imaginary part of the current-current retarded
correlation function as

G = e2 lim
Ω→0

Kr
αα′(Ω)−Kr

αα′(0)

ıΩ
, (1.65)

which can be calculated performing theanalytic continuationof the finite temperature current-
current correlation function

Kr
αα′(Ω) = Kαα′(ıΩl)

∣
∣
∣
ıΩl→Ω+ı0+

. (1.66)
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Thecurrent-current correlation function is defined as

Kαα′(ıΩ) =

∫ β

0

dτ
〈

TτJα(τ)Jα′(0)
〉

eıΩτ , (1.67)

whereTτ denotes the ordered product in the imaginary time representation: ıt=τ ∈ [0, β), with
β−1 = kBT being the inverse temperature, andΩl = (2l)π/β, l ∈ Z the (bosonic) Matsubara
frequency. The current density operatorJα, with α=L,R, of the current flowing in and out of
the scattering region reads

JL = ı
∑

σ

VL(c
†
1σcℓσ − c†ℓσc1σ), (1.68a)

JR = ı
∑

σ

VR(c
†
rσcNσ − c†Nσcrσ). (1.68b)

and the density in the scattering regionρS=
∑

{j}∈S

∑

σ

c†jσcjσ, satisfies the continuity equation

∂ρS

∂t
+ JL − JR = 0, (1.69)

implying that the current (and therefore the conductance) does not depend on the position, i.e.,
it does not depend onα andα′. The correlation function can be conventionally separatedinto
two terms, represented diagrammatically in Fig 1.9, as

Kαα′(ıΩl) = Kbubble
αα′ (ıΩl) +Kvertex

αα′ (ıΩl), (1.70)

where thebubblecontributionKbubble
αα′ (ıΩl) and thevertex correctionsKvertex

αα′ (ıΩl), take into
account the independent propagation of a particle-hole pair, and multiple scattering events be-
tween the propagating particles, respectively. The latterare enclosed in the two-particle vertex

ıνn + ıΩl, σ

ıνn, σ

ΛRλL

ıνn + ıΩl, σ

ıνn, σ

λL λR

F

ıνn + ıΩl, σ ıν ′n + ıΩl, σ
′

λL

ıνn, σ

λR

ıν ′n, σ
′

Figure 1.9: Feynmann diagrams for the electical conductance. Left panel: particle-hole bubbleKbubble
RL ,

describing the independent propagation of a particle-holepair; the bubble contribution of the current-
current correlation function is associated to the bare current vertexλL,R. Middle panel: scattering
process (wiggled line) contributing to the vertex correctionsKvertex

RL ; the complete resummation of all
possible scattering events, denoted by the dashed line, is taken into account by the full two-particle
vertexF . Right panel: vertex correctionsKvertex

RL expressed in terms of the renormalized three-point
current vertexΛR.
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F12;34(ıνn, ıν
′
n, ıΩl), which depends on the bosonic Matsubara frequencyΩl as well as on two

fermionic Matsubara frequenciesν(
′)
n =(2n(′) + 1)π/β, n(′) ∈ Z. In the caseα=R andα′=L,

the two contributions of the correlation function read

Kbubble
RL (ıΩl) =− (ıVR)(ıVL)

1

β

∑

n

∑

σ

(1.71a)

×
[
GN1σ(ıνn + ıΩl)Gℓrσ(ıνn)−GNℓσ(ıνn + ıΩl)G1rσ(ıνn)

−Gr1σ(ıνn + ıΩl)GℓNσ(ıνn) + Grℓσ(ıνn + ıΩl)G1Nσ(ıνn)
]

Kvertex
RL (ıΩl) =− (ıVR)(ıVL)

1

β2

∑

nn′

∑

σσ′

∑

{j}∈S

(1.71b)

×
[
Gj11σ(ıνn + ıΩl)Gℓj4σ(ıνn)−Gj1ℓσ(ıνn + ıΩl)G1j4σ(ıνn)

]

× F σσ′

j1j2;j3j4(ıνn, ıν
′
n, ıΩl)

×
[
GNj2 σ′(ıν ′n + ıΩl)Gj3rσ′(ıν ′n)−Grj3σ′(ıν ′n + ıΩl)Gj4Nσ′(ıν ′n)

]
,

which can be obtained from the correlation function (1.67) and of the current density operator
(1.68) introducing the proper definition of the (non-local) generalized susceptibility; for the
sake of completeness, a detailed derivation of the above expression is provided in Appendix A.
The following relation are fulfilled by the one-particle Green’s function (for each spin polariza-
tion) involving the interface sites of the leads and any siteof the scattering region,j∈S:

Gℓ(j 6=ℓ)(ıνn) = −gL(ıνn) VL G1j(ıνn),

G(j 6=r)r(ıνn) = −GjN(ıνn) VR gR(ıνn),
(1.72)

wheregL (gR) is the local Green’s function of the non-interacting isolated leads L (R) at the
interface siteℓ (r). Using the latter, the correlation function can be straightforwardly rewritten
in terms of the bare and renormalized vertex as

KRL(ıΩl) =
1

β

∑

σ

∑

n

∑

j1,j4∈S

λL(ıνn, ıνn+ıΩl)G1j4σ(ıνn)ΛR;j4j1(ıνn, ıνn+ıΩl)Gj11σ(ıνn+ıΩl),

(1.73)
where the bare vertex, associated to the L or R lead, is defined as

λL(ıνn, ıνn + ıΩl) = −ıV 2
L [gL(ıνn + ıΩl)− gL(ıνn)], (1.74a)

λR(ıνn, ıνn + ıΩl) = ıV 2
R [gR(ıνn + ıΩl)− gR(ıνn)], (1.74b)

and the renormalized (three-point) vertex is defined as

ΛR(ıνn, ıνn + ıΩl) = λR(ıνn, ıνn + ıΩl)δj1NδNj4 + PR;j4j1(ıνn, ıνn + ıΩl), (1.75)

where the vertex corrections are enclosed in the auxiliary quantity

PR;j4j1(ıνn, ıνn + ıΩl) =
1

β

∑

n′

∑

σ′

∑

j2,j3∈S

(1.76)

× F σσ′

j1j2;j3j4
(ıνn, ıν

′
n, ıΩl)Gj3Nσ′(ıν ′n)λR(ıνn, ıν

′
n + ıΩl)GNj2σ′(ıν ′n + ıΩl).
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The conductance can be obtained by performing theanalytic continuation ıνn→ ǫ+ ı0+, and
ıΩl→ Ω + ı0+ of the correlation function (1.73), and the limit (1.65) forΩ→0, as anticipated
previously in this section (Appendix A provides for detailson the derivation). If we restrict, for
the sake of simplicity, to the paramagnetic case, the linearconductance eventually reads

G = 2
e2

h

∫ ∞

−∞

dǫ
(

− ∂f(ǫ)

∂ǫ

)

T (ǫ), (1.77)

where the (spin-independent) transmission coefficient3 encloses the information about the de-
tails of the system. Neglecting vertex corrections, the transmission coefficient can be recast
as

T (ǫ) = ΓL(ǫ)G
a
1N (ǫ)ΓR(ǫ)G

r
N1(ǫ), (1.78)

whereGa,r(ǫ) are the advanced and retarded one-particle Green’s function of the scattering
region, respectively, and thescattering amplitude, which is obtained from the bare current
vertex, depends on the leads through the hybridization amplitude and the local DOS as

Γα(ǫ) = 2πV 2
α ρα(ǫ). (1.79)

In order to take the vertex corrections into account, one need to consider the analytic properties
of the full vertex [89, 91]. The corresponding analytic continuation (Appendix A provides for
details on the derivation) yields the transmission coefficient

T (ǫ) =
∑

j1,j4∈S

ΓL(ǫ)G
a
1j4

(ǫ)ΓR;j4j1(ǫ, ǫ)G
r
j11

(ǫ), (1.80)

where the renormalized scattering amplitude reads

ΓR;j4j1(ǫ) = 2πρR(ǫ)V
2

R δj1NδNj4 + PR;j4j1(ǫ, ǫ), (1.81)

andP [2]
R;j4j1(ǫ, ǫ) has a complicated expression in terms ofF (ǫ, ǫ, 0). Note that neglecting ver-

tex corrections would correspond to set (arbitrarily) thisterm to zero, so that the sum over
the indexes of the scattering region

∑

j1,j4∈S
in Eq. (1.80) is saturated by the corresponding

Kronecker symbolδj1NδNj4 , yielding the result (1.78) of the bubble transmission coefficient.
Finally, we note that the transmission coefficient (including vertex corrections) can be ele-

gantly recast in terms of a trace

T (ǫ) = tr[ΓL(ǫ)G
a(ǫ)ΓR(ǫ)G

r(ǫ)], (1.82)

where both the scattering amplitudes and the Green’s functions are matrices in the Hilbert space
of the scattering region.

3The formula for the conductance is easily generalized to thespin-polarized case restoring the sum over the
spin polarizations and considering a spin-dependent transmission coefficient.
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Concluding this section, some questions naturally arise, related to the applicability of the dis-
cussed formalisms, i.e., Landauer-Büttiker and linear response theory, as well as to the relation
between the corresponding conductance. In order to establish the consistency of both methods,
it is interesting to compare the transmission coefficient (1.82) obtained within linear response
to the one derived within scattering theory, as well as to other results in the literature.
Noteworthy, with the following definition

t(ǫ) = Γ
1/2
L (ǫ)Gr(ǫ)Γ

1/2
R , (1.83)

and considering that, in the limitT → 0, the derivative of the Fermi function is pinned at the
Fermi energy, the result (1.77) of the Kubo formula reduces to the low-bias Landauer-Büttiker
formula (1.59) for the conductance.
Due to the nature of the Kubo formalism, the above conductance is expected to provide reliable
results only if the system displays a linearI(VSD) characteristics. The latter requirement is
generally fulfilled only in the low-bias regime, and evidently represents a limitation to the
applicability of the method in many interesting cases, as technological applications usually
rely on (or benefit from) the presence of non-linear characteristics and unexpected physical
phenomena. On the other hand, while the Landauer-Büttiker formula is not limited to that
regime, it is not of help in the practical evaluation of the transmission coefficient, and does not
hold in the presence of inelastic scattering.

We note that, the transmission coefficient (1.82) is formally equivalent to the results ob-
tained (out-of-equilibrium) by Caroli et al. [92] as well asby Meir & Wingreen [87], when
considering their low-bias limit. However, while in the former case, the transmission function
was obtained under the assumption that the system is non-interacting, in the latter, as well as
within the present formalism, the transmission coefficient is defined in terms of the full inter-
acting Green’s function of the scattering region, and the conductance also takes into account
inelastic processes due to, e.g., electron-electron interaction and scattering off impurities or
phonons.
In particular, in the case in which the interacting region collapses onto an AIM, and under the
condition for the scattering amplitudeΓL(ǫ)=λΓR(ǫ) (λ being a scalar factor), the transmission
coefficient can be recast in terms of the spectral function of the AIM as

T (ǫ) =
ΓLΓR

ΓL + ΓR

(

− 1

π
ImGr(ǫ)

)

, (1.84)

and the vertex corrections vanish [87].
On the other hand, vertex corrections are in general expected to be relevant for a quantita-

tive description transport properties of low-dimensionalsystems: e.g., for an Hubbard chain,
already within perturbation theory, it has been shown that in the high-temperature regime ver-
tex correction are important and result in quantitative modification to transport properties of
the system [89]. However, the knowledge of the two-particlevertex beyond perturbation the-
ory [158] is not a trivial requirement, as will be discussed in detail in the following chapter,
and represents a huge challenge for contemporary theoretical condensed matter physics. As a
consequence, the effect of vertex corrections is poorly investigated in the literature.



Chapter 2

Dynamical mean field theory and beyond

In this chapter we will provide a self-contained overview ofsome methods used to take
many-body effects into account. Dynamical mean-field theory (DMFT) established itself as
the standard tool for dealing with strongly correlated systems, mostly because of its predictive
power when employed in combination with first principle calculations for real materials. How-
ever, the purely local picture of DMFT is not sufficient to reliably describe the properties of
correlated systems when non-local spatial fluctuation becomes relevant, as in the case of, but
not limited to, low-dimensional or electronically confined systems. In this prospective, we also
briefly review the main extensions of DMFT, which aim at including also spatial electronic
correlations beyond mean-field. We focus in particular on the dynamical vertex approximation
(DΓA), and on the related recently introduced nanoscopic version (nano-DΓA), which repre-
sents the main topic of this work and was developed in order tostudy local and non-local
correlation effects at the nanoscale.

In the previous chapter we learned that correlation effectscan lead to unexpected and spec-
tacular physical phenomena and phases in many-electron systems. However, since the very
beginning, back to the 1960s, the theoretical investigation of strongly correlated material had to
face difficulties arising from the intrinsic non-perturbative nature of problems, where compet-
ing energy scales are comparable to each other. In a lattice,the main competing energy scales
are the kinetic energy that tends to delocalize electrons into Bloch’s waves, and the electrons
mutual Coulomb repulsion, with the opposite tendency to localize the charges. The essence of
this problem is usually addressed theoretically in the framework of the Hubbard model [95],
which is described by the following Hamiltonian

H = −t
∑

〈ij〉

∑

σ

c†iσcjσ + U
∑

i

c†i↑ci↑c
†
i↓ci↓, (2.1)

wherec†iσ (cjσ) are the creation (annihilation) operators of an electron at site i with spin σ,
associated to the maximally localized Wannier functions, typically used to describe narrow
(typically d or f ) orbitals. The electrons can move through the lattice via hopping processes
between nearest neighbor (NN) sites〈ij〉, described by the hopping amplitudet. The Coulomb
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repulsion, on the other hand, is approximated by its major contribution, i.e., a purely local
repulsion termU . This is often considered a reasonable approximation for localizedd or f
orbital, as the non-local matrix elements of the Coulomb potential decay rapidly with distance.
Despite its apparent simplicity, this Hamiltonian represents a real challenge, and no analytic
solution of the Hubbard model in two or three dimensions is known. In fact, the interplay
between kinetic energy and Hubbard repulsion is crucial in determining the properties of the
ground state, giving rise to a complex and rich phase diagram.

2.1 Dynamical mean-field theory

A huge development in the understanding of strongly correlated physics described by the
Hubbard model was triggered by the work of Metzner and Vollhardt [96], showing that a proper
scaling of the hopping term in the limit of infinite dimensionsd=∞ (or equivalently infinite
coordination numberz) leads to non-trivial (local) correlations among electrons. From the point
of view of practical implementations, the breakthrough was, however, the works of Georges
and Kotliar [97, 98], and Müller Hartmann [?], who developed a novel quantum-like mean-
field approach for the Hubbard model that becomes exact ind=∞ limit previously analyzed
by Metzner and Vollhardt. The idea to map the lattice problemin d→∞ onto an Anderson
Impurity Model (AIM, see Sec. 1.2.2) where an impurity site in embedded into an effective
bath determined by a self-consistent condition. The impurity model is still a quantum many-
body problem, but it is characterized, evidently, by a purely local dynamics. As a consequence,
all spatial fluctuations beyond MF are neglected, while local quantum fluctuations are fully
taken into account, as it is reflected by the name of the method, known as dynamical mean-field
theory (DMFT).

In the following we discuss the generic aspects of the theory, introducing the limit of infinite
dimension, and provide a schematic derivation of the DMFT equations.

Proper scaling in the limit of d = ∞. The main issue here is to understand how the two
terms of Hamiltonian (2.1) scale withd (or z). The local interactionU is related to the potential
energy per site, therefore

∑

i

Ui

〈

c†i↑ci↑c
†
i↓ci↓

〉
z→∞−→ constant, (2.2)

i.e., the thermal expectation value of the potential energystays finite in the limit of infinite
dimensions, neither vanishing nor diverging. If only NN (isotropic) hopping processes are
taken into account, the kinetic energy per site consists, instead, ofz equivalent terms, and it
would diverge in the limitz→∞ unless it is properly rescaled. The following consideration
is of help in understanding how to define proper scaling:t represents a quantum mechanical
amplitude for electrons to move between NN sites, and hence|t|2 has the meaning of a hopping
probability. In order to be physically consistent, the probability of hopping to any of thez
equivalent neighbors of sitei has to be ofO(1), implying that the probability of hopping into a
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jj

i i i i

Figure 2.1: A second-order irreducible diagram for the self-energy of the Hubbard model (denoting
with a dot ‘‘•’’ the local interaction). Due to the scaling of the bare fermionic propagator (single line),
the non-local contribution (i.e.i 6= j) of this diagram vanishes in the limitd→∞, and only local
contributions withi= j survive. The non-skeleton diagram on the left-hand side is contained in the
fully local diagram on the right-hand side obtained using the dressed fermionic propagator (double
line).

given neighbor scales like1/z, hencet ∼ 1/
√
z. As a consequence of this, the bare propagator,

or Green’s function [90], between NN sitesi andj, G0
ij(τ) = −〈Tτci (τ)c†j(0)〉 scales also as

1/
√
z. This way the kinetic term per site will stay finite, i.e,

−t
∑

〈ij〉

∑

σ

〈

c†iσcjσ

〉
z→∞−→ constant, (2.3)

since thez factor stemming for the equivalent contribution for each NNj is canceled by the
1/
√
z scaling factors oftij = t and 〈c†iσcjσ〉. The latter is directly connected to the Green’s

functionG0
ij by means of the fermionic algebra. This is the only non-trivial scaling in infinite

dimension, which preserves the competition between kinetic energy and Coulomb interaction
also ind→∞: in fact, this is the only scaling which yields a finite (non-interacting) DOS for
the lattice. These scaling prescriptions are directly reflected in the corresponding self-energyΣ.
This can be shown most comfortably in terms of Feynman diagrams. Let us consider, e.g., the
(one-particle irreducible) Feynman diagram of Fig. 2.1, where sitesi andj are connected by
three independent Green’s functions. The contribution to this diagram scales as(1/z)3 if i 6= j,
hence it becomes irrelevant in the limitz→∞. If the self-energy is expressed in terms of the
dressed propagatorGij , in order to avoid double counting of diagrams one has to consider only
skeletondiagrams. These do not contain any part connected to the restof the diagram by less
than three Green’s functions. As a consequence of the scaling, it can be shown that all skeleton
diagrams become local ind=∞, yielding, therefore, a purely local self-energy

Σij(ν)
z→∞−→ δijΣ(ν). (2.4)

Note that this represents a huge simplification for the description of correlation effects in the
lattice model, and the main achievement by Metzner and Vollhardt [96].

Mapping onto the AIM. As already mentioned, the results achieved by Metzner and Voll-
hardt with the scaling in infinite dimension, opened the wayfor the development of the novel
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theoretical method of DMFT. The idea of Georges and Kotliar [97, 98] was that the lattice prob-
lem in infinite dimension can be mapped exactly onto an AIM coupled to a self-consistent bath
of conduction electrons, described by the Hamiltonian

HAIM =
∑

kσ

ǫkσa
†
kσakσ +

∑

kσ

Vk(a
†
kσcσ + h.c.) + Un↑n↓, (2.5)

wherec†σ (cσ) are the creation (annihilation) operator of an impurity electron, andnσ = c†σcσ
is the corresponding electronic density at the impurity site. Herea†kσ (akσ) are the creation
(annihilation) operators of a conduction electron with spinσ, momentumk, and energyǫkσ, and
Vk describes the hybridization between the impurity and the conduction band.
The condition that makes the mapping possible is that all thelocal skeleton diagrams of the
AIM have the same topology of the ones of the Hubbard model in infinite dimension. This
means that the AIM would yield the same self-energy of the lattice model ind=∞, provided
that the dressed propagators appearing in the diagrammaticexpansion of the self-energy are
also the same.

In this framework, it is convenient to reformulate the problem (2.5) in an imaginary-time
integral representation in terms of Grassmann variables [100], where all fermionic degrees of
freedom are traced out, except for the local ones, i.e., those of the impurity site, yielding the
effective action

Seff =

∫ β

0

dτ

∫ β

0

dτ ′
∑

σ

c†σ(τ)G−1
0 (τ − τ ′)cσ(τ

′) + U

∫ β

0

dτ n↑(τ)n↓(τ). (2.6)

As already discussed, the AIM describes the local dynamics of an interacting impurity in a
non-interacting background. The bare propagator of the AIM, G−1

0 (τ − τ ′), plays the same
role of the Weiss field in the classical mean-field theory: it is an effective field coupled to the
impurity, containing all non-local information of the underlying lattice, described as a reservoir
of non-interacting electrons. The main difference with theclassical Weiss field relies in its time
dependence, which accounts for the local dynamics of the system. From the physical point of
view, this means taking into account localquantum fluctuations, i.e., the transitions between
different configurations of the impurity site (|0〉, | ↑〉, | ↓〉, or | ↑↓〉), via hopping processes
from/to the bath in which electrons leave the impurity and come back on a time scaleτ∼1/ω.

From the practical point of view, instead, the main advantage of the mapping is that several
well established methods to solve the AIM are known, and it ispossible to exploit them to
compute local quantities from the effective action (2.6), such as the impurity Green’s function

Gσ(τ − τ ′) = − 1

Z
∏

σ′

∫

Dcσ′Dc†σ′

(

cσ(τ)c
†
σ(τ

′) e−S{c,c†,G−1

0
}
)

, (2.7)

where the partition function is defined as

Z =
∏

σ′

∫

Dcσ′Dc†σ′

(

e−S{c,c†,G−1

0
}
)

, (2.8)
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Figure 2.2: Flowchart of DMFT. The lattice problem (l.h.s. of the flowchart) is mapped onto an auxil-
iary Anderson model, consisting in an impurity embedded in aself-consistent bath (r.h.s.), defining a
dynamical Weiss fieldG0(ν). The impurity model is solved numerically, yielding a localself-energy
Σ(ν). The local quantities on the impurity are related to the onesof the lattice (defined by the corre-
sponding DOS) via a self-consistent condition. The DMFT scheme further iterates the lattice and the
impurity models until convergence is reached.

and the functional integral is performed over the Grassmannvariable associated to the fermionic
creation and annihilation operators. However, the solution of Eq. (2.7) and (2.8) does not
provide complete information, since the specific choice ofthe AIM which yields the same self-
energy of the lattice problem is a priori not known. Therefore, one needs to establish a relation
connecting the interacting Green’s function generated from the effective action of the AIM
with the local one of the lattice model. Specifically, all the information about the lattice will be
encoded in the corresponding DOS

D(ǫ) =
∑

k

δ(ǫ− ǫk), ǫk =
∑

ij

tije
ık(Ri−Rj). (2.9)

The explicit relation is provided by the self-consistency condition

G−1
0 (ν) = ν + µ+G(ν)−1 +R

[
G(ν)

]
, (2.10)

whereG(ν) is the Fourier transform (FT) of the impurity interacting Green’s function (2.7) in
frequency space,1 andR

[
G(ν)

]
denotes the reciprocal function of the Hilbert transform ofthe

lattice DOS

D̃(ζ) =

∫ ∞

−∞

dǫ
D(ǫ)

ζ − ǫ
, (2.11)

1The imaginary time is related to the Matsubara frequancy viathe FTτ → ıν; while the physical quantities on
the real axis are obtained performing the analytical continuationıν → ν + ı0+ (see, e.g., Ref. [90]). While here
we keep a generic notation, one has to be aware that, if the Green’s function is known only numerically on the
imaginary time/frequency axis, its analytic continuationis not trivial [101].
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which corresponds, in fact, to the local Green’s function ofthe lattice ifζ = ν + µ − Σ(ν),
see below. Condition (2.10) establishes the relation needed to obtain a closed set of equations,
which can be solved self-consistently (see also Fig. 2.2) according to the following scheme:

• the local Green’s function of the lattice problem is computed via the Hilbert
transform with an initial guess for the self-energyΣ(ν) (e.g.Σ(ν)≡0)

Gloc(ν) =

∫ ∞

−∞

dǫ
D(ǫ)

ν + µ− Σ(ν)− ǫ
; (2.12)

• the auxiliary impurity problem is defined byG−1
0 (ν) = G−1

loc (ν) + Σ(ν);

• the corresponding impurity Green’s function is calculatedsolving the AIM

Gimp(τ − τ ′) = − 1

Z

∫

Dc Dc†
(

c (τ)c†(τ ′) e−S{c,c†,G−1

0
}
)

; (2.13)

• the Dyson equation yields a new self-energyΣ(ν) = G−1
0 (ν)−G−1

imp(ν);

• Σ(ν) enters Eq. (2.12) again and defines a new local Green’s function etc. till
convergence.

The usual guess sets the self-energy to zero, which corresponds to identify the Weiss field with
the local bare Green’s function of the lattice problem, but depending on the physical system
and on the set of parameter considered, different guess may be more appropriate and shorten
the self-consistency cycle. For the sake of simplicity, above and in the following we restrict
ourselves to the paramagnetic case, where the Green’s function is spin-degenerate. However,
the DMFT self-consistency can be generalized to deal with phases with broken symmetry, e.g.,
in presence of long range (anti)ferromagnetic ordering or superconductivity, as discussed in the
review of Ref. [98].

Impurity solvers: evaluate the local one-particle irreducible self-energy. It is important
to recall that, contrary to the static mean-field theory theAIM is still a quantum many-body
problem. Its (numerical) solution, though being much simpler than the one of the full lattice
problem, is nevertheless challenging, and still represents the computational bottleneck of the
DMFT scheme. However, several well established solvers areavailable for the solution of
the impurity model, including: iterated perturbation theory [102], numerically exact Quantum
Monte Carlo (QMC) [103, 104, 105, 93], exact diagonalization (ED) [106, 107]), numerical
renormalization group (NRG) [108], and diargrammatic resummation like the non-crossing ap-
proximation and its extensions [109, 110, 111].

In the following we focus on the evaluation of the irreducible self-energy in the impurity
solvers used for the calculations presented in this work.
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• Exact Diagonalization: the AIM is solved performing a direct diagonalization of theHamil-
tonian (2.5), where the (continous) bath is parametrized byan effective discrete bath consisting
of few orbitalsns, described by a set of Anderson parametersǫk andVk, k=1, . . . , ns. The pro-
cedure suffers from severe limitation due an exponential growing Hilbert space. Nevertheless,
ED can provide accurate results for the single band case (especially for integrated quantities).
The Green’s function of the discretized AIM is evaluated from the corresponding Lehmann
representation [67]

G(ν) =
1

Z
∑

m,n

|〈n|c|m〉|2
ν + ǫn − ǫm

(

e−βǫn + e−βǫm
)

(2.14)

where the sum extends over all exact many-body eigenstates|n〉, with eigenenergiesǫn. The
knowledge of the impurity Green’s function allows one to access the irreducible self-energy by
means of the Dyson equation

Σ(ν) = G−1
0 (ν)−G−1(ν), (2.15)

as well as other physical quantities of the impurity model like, e.g., the impurity spectral func-
tion A(ν) = − 1

π
G(ν), or the double occupation〈d〉 = 〈n↑n↓〉 = (βU)−1

∑

ν Σ(ν)G(ν). The
data obtained by means of ED are obviously not affected by statistical noise: this results in
a proper high-energy asymptotic behavior of the physical quantities. On the other hand, the
corresponding spectral functions display a typical peaky structure, as a consequence of the dis-
cretization of the bath.

• Quantum Monte Carlo: available on the ‘‘market’’ are several algorithm in this category,
sharing some features, but also characterized by importantdifferences. For the QMC algorithm
there is no need for a discretization of the effective bath, as the solver deals with the effective
action functional integral representation in imaginary time, built by the Anderson Hamiltonian.
Moreover, due to its potential to treat multi-orbital Hamiltonians, it is more suitable than ED,
e.g., for realistic calculations. Below we briefly discussthe main features of the Hirsch-Fye
Quantum Monte Carlo (HF-QMC) [103], which we have employed in the context of this work.

In the HF implementation, the time domain[0, β) is discretized intoL equally spacedtime-
slices∆τ = β/L (Trotter decomposition). One therefore performs, for eachtime-slicei, a
discrete Hubbard-Stratonovich transformation on the interaction term, which is decoupled in-
troducing a set of auxiliary (classical) fields, i.e. Isingfields. For a fixed configuration of
the auxiliary fields{si}, the problem is reduced to non-interacting fermion model ina time-
dependent magnetic fieldh(τi) = si, which can be solved exactly by a Gaussian integral. The
configuration are updated by Markov processes consisting of spin flips, and the sum over all
configurations is evaluated with Monte Carlo. The quantum mechanical problem is therefore
reduced to a matrix problem, i.e., the Green’s function -as well as other physical quantities- can
be evaluated from the determinant of a2L dimensional matrix in the auxiliary fields’ space. It
is therefore clear, that the computational effort grows substantially withL, i.e., the number of
time slices used in the discretization process.
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Again, the knowledge of the Green’s function allows one to compute the irreducible self-energy
by means of the Dyson equation, which is, inτ , a complicated convolution integral

G(τ) = G0(τ) +

∫ β

0

dτ ′
∫ β

0

dτ ′′ G(τ ′)Σ(τ ′′ − τ ′)G(τ − τ ′′). (2.16)

Therefore, it is preferable to perform a FT to the frequency space already at this level, where
the equation assumes the simple form (2.15). The instability problems associated with the FT
(from τ to ıν) in the HF are well known, and originate from the limited number of time slices
available in the calculations. Some techniques, involvinghigh-frequency expansions of the
Green’s function and semi-analytic FT, have been developedin order to decrease systematic
errors (see, e.g., Ref. [112] as well as Appendix B and references therein).

The limitation of the HF-QMC are related to the discretization of the time domain, which in-
troduces a Trotter error of order(∆τ)2, and that the computational effort scales asT−3, with the
additional issues that at strong coupling and low temperatures the numerical results may become
unstable, the complexity even increases in the presence of more involved interactions, e.g., in
multi-orbital models. Those limitations motivated the development of modern continuous-time
Quantum Monte Carlo (CT-QMC) methods, which are free of the Trotter decomposition error.
Among the several approaches reported in the literature, wemention the weak coupling [104]
and the (strong-coupling) hybridization expansion [105] versions. However, it was recently
shown that a state-of-the-art implementation of HF-QMC (with extrapolation of discretization
∆τ→ 0 is competitive with CT-QMC [113], A detailed description ofCT-QMC methods, and
its comparison with HF-QMC is, however, beyond the scope of this section and remand to- Ref.
[93] for a review.

Success and limitations of DMFT. One of the main achievement of DMFT was the non-
parturbative description of the physics behind the correlation-driven Mott-Hubbard metal-to-
insulator transition (MIT) in infinite dimension [114, 98]. The MIT is characterized by the
transfer of spectral weight from a coherent quasi-particle(QP) peak to the incoherent lower
(LHB) and upper (UHB) Hubbard bands. Within DMFT it was shownthat in the intermediate
coupling regime the system retainsboth QP feature and Hubbard bands, with the formation
of a typical three-peak structure. The QP peak shrinks and itis suppressed as the interaction
is increased and eventually disappears at a critical value of U . The success of DMFT in de-
scribing the MIT lies certainly in its intrinsic non-perturbative nature, which represents a huge
advance over previously available techniques, and allows to explore the whole range of cou-
pling strenght. No doubt that the venue of DMFT marked indeedthe beginning of a new era for
the theoretical investigation of strongly correlated electronic systems.

The wide range of applicability of DMFT may be surprising, considering that in the real
world one deals with finite (e.g.,d=3 ord=2) dimensional systems. However, the coordination
numberz is already quite large for several three-dimensional lattices:z=6 for a cubic lattice,
z = 8 for a body-centered cubic lattice, or evenz = 12 for a face-centered cubic lattice. The
controlled limit of DMFT, which becomes exact asz→∞, ensures the internal consistency of
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the method and establish1/z as a control parameter. Therefore DMFT can be considered not
only as a purely mathematical construction for describing the fermionologyin d=∞, but also
as a useful approximation to many realistic finite-dimensional systems.

At the same time, despite of providing a good qualitative description of the Mott MIT in
three-dimensional systems, DMFT still remains a mean-field approximation in space, as it com-
pletely neglects spatial fluctuations. Therefore afailure of the purely local picture of DMFT
is to be expected, as soon as non-local spatial correlationsamong the electronic degrees of free-
dom become predominant. In order to understand the limitations of DMFT, and the way how
to improve the description of strongly correlated systems beyond mean-field, it is interesting to
analyze the physical situations which favor the presence ofsignificant non-local correlations.

In low dimensional, e.g.,d = 1, d = 2, or layeredd = 3 systems, the lattice coordination
number becomes low: e.g.,z = 4 for a square or Kagomé [94] lattice,z = 3 for a triangular
lattice, or evenz = 2 for a unidimensional chain. In this case the dynamics of electrons is
obviously strongly influenced by the actual configurationof the neighboring sites, rather than
from the average on the whole lattice. Therefore, in this situation a mean-field description is
generally a poor approximation.

Also confinement effectsare closely related to the dimensionality of the systems. Asal-
ready discussed in Sec. 1.1), at the nanoscale electrons canbe confined, e.g., in low-dimensional
interfaces of semiconductors (quantum dots) or propagate into narrow structures whose size is
comparable with the electrons’ Fermi wavelengthλF . As a consequence local as well as non-
local correlation effects may arise even in materials whichdo not exhibit evidences for strong
correlations in the bulk.

Finally, it is well known, from the theory ofcritical phenomena [115], that close to a
second-order phase transition (e.g., from the paramagnetic to the ferromagnetic phase in spin
systems) specific collective (critical fluctuations) dominate the low-energy physics of the sys-
tem and that their spatial coherence extends on a length scale ξ, usually known under the name
of correlation length. As it is immediately visible from theOrstein-Zernike [116] formula for
the propagator of the critical fluctuations

χ(q) ∼ 1

ξ−2 + q2
. (2.17)

the correlation lengthξ−2 plays the role of an effective mass, providing an infrared (IR) cutoff
to the correlation functionχ(q) and exponentially dumping the fluctuation on a scaleξ. At
the critical temperatureTc, the correlation lengthξ diverges, resulting in a thermodynamic
instability and leading to critical phenomena, which cannot be described (at least for dimensions
d < 4) within a mean-field theory in space.

In this sense, alsoinhomogeneity or disorder effects, as e.g., those responsible for the
Anderson localization [117], are washed away from the averaging of the spatial fluctuation in
mean-field.
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2.2 Merging many-body with ab-initio methods

So far we have discussed how to take into account electronic correlations in the context
of model Hamiltonians, as in the case of the Hubbard model. However, the original intent
of the Hubbard Hamiltonian is the description of the relevant physics of the solid state, i.e.,
a system of mutually interacting (valence) electrons in a background potential generated by a
periodic lattice of ions. In the Born-Oppenheimer approximation [118], where the electronic
and the lattice degrees of freedom have been decoupled, and neglecting relativistic correction2,
the solid state Hamiltonian reads

H =
∑

σ

∫

d3r ψ†(r, σ)
[

− ~
2∆

2m
−

∑

i

e2

4πε0

Zi

|r−Ri|
]

ψ (r, σ)

+
1

2

∑

σσ′

∫

d3r

∫

d3r′ ψ†(r, σ)ψ†(r′, σ′)
e2

4πε0

1

|r− r′|ψ (r′, σ′)ψ(r, σ), (2.18)

whereψ†(r, σ)(ψ (r, σ)) are the creation (annihilation) field operators of an electron with
charge−e, spinσ, and massm at the positionr, while ∆ ≡ ∂2/∂2r is the Laplace operator.
The coordinateRi denotes the position of an ioni with chargeZie. Finally, ~ andε0 are the
reduced Plank constant and the vacuum dielectric permittivity.

The presence of the Coulomb electron-electron interactioncorrelates the propagation of the
electrons (see Fig. 2.3) and makes of the lattice Hamiltonian (2.18) a full quantum many-body
problem, impossible to be solved exactly for a realistically large number of electrons. One has,
therefore, to develop approximations. One possibility is to consider many-body model Hamilto-
nians, as already discussed, which provided useful insighttoward the qualitative understanding

2e.g., the spin-orbit coupling, which would be important inf -electron systems.

Figure 2.3: Two possible ways of approaching the solid state Hamiltonian (2.18). Within DFT, one
considers the effective problem of an electron propagatingin a underlying time-averaged potential
obtained as a functional of the electron density: this allows one to deal with a realistic bandstructure
and compute electronic properties of materials, but neglects strong electronic correlations. Within
many-body approaches, including DMFT, one relies on an essential model Hamiltonian (e.g., as
in the Hubbard model) which, although being a drastic approximation of the original Hamiltonian, is
believed to take into account the relevant physics for a qualitative understanding of strongly correlated
electronic systems. Adapted after Ref. [119].
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of the role of electronic correlations. The results of thesecalculations, however, do not provide
a quantitative description of realistic compounds and are based on parameters that have to be,
e.g., extracted from a fit of experimental data. The other possibility is to employdrastic approx-
imationsto Hamiltonian (2.18) in order to deal with it directly. In this framework developed the
Density Functional Theory (DFT) [120] which, combined with theLocal Density approxi-
mation (LDA) or other DFT approximations, revealed itself to be unexpectedly successful to
compute the bandstructure and electronic properties of many materials. In the following we
briefly review the basic concept of the DFT(LDA). In particular, we discuss the reasons why
it fails to describe strongly correlated materials, and we illustrate how it can be combined with
many-body approaches in order to overcome this limitation.

2.2.1 Density Functional Theory

The DFT is based on the Hohenberg-Kohn theorem [120]. The latter states that the ground
state energy is a functional of the electron densityE[ρ(r)] which is minimized by the ground
state densityρ(r)=ρ0(r). This functional can be constructed [122] as

E[ρ] = min
[

〈φ|H|φ〉
∣
∣
∣〈φ|

N∑

i=1

δ(r− ri)|φ〉 = ρ(r)
]

, (2.19)

whereφ = φ(r1, σ1, . . . , rN , σN) is the full many-body wave function for a fixed number of
electronsN ; and its minimization yields the ground state energyE0=minρE[ρ].
As far as only ground state properties are concerned, this implies the existence of an effective po-
tentialV eff[ρ(r)] that includes all many-body effects into a (solvable) one-particle Schrödinger
equation. However, being such a potential unknown, in general one would still need to compute
the expectation value of the Hamiltonian on a complicated set of many-body wave functions.

A possible way out solution is to separate the energy functional as

E[ρ] = Ekin.[ρ] + Eion[ρ] + Ehartree[ρ] + Exc[ρ], (2.20)

whereEion[ρ] =
∫
d3r Vion(r)ρ(r) is the energy of the electrons in the external potential gen-

erated by the ionic lattice, andEhartree[ρ] =
1
2

∫
d3r

∫
d3r′ ρ(r)Vee(r− r

′)ρ(r′) is the Hartree
(mean-field) contribution of the Coulomb interaction. This way, all the complexity due to
many-body effects is hidden into the exchange correlation termExc[ρ], which remains the only
unknown term of the energy functional3 and needs to be approximated.

In order to avoid the practical difficulty of expressing thekinetic energyEkin.[ρ] through
ρ(r), due to the presence of the Laplace operator, Kohn and Sham [124] introduced a set of
single particle auxiliary wave functionsϕi, yielding the same density of the system under con-
sideration

ρ(r) =
N∑

i=1

|ϕi(r)|2. (2.21)

3Remarkably, one can show [123] that the functionalE[ρ] − Eion[ρ] is material independent. Hence, if one
would know the exact DFT functional for a given material, onecould calculate all materials by simply adding
Eion[ρ].



46 Dynamical mean field theory and beyond

Hence, one can perform the minimization of the energy functional in terms of these auxiliary
wave functions as

δ
{

E[ρ]−
N∑

1=1

[
ǫi

∫

d3r |ϕi(r)|2 − 1
]}

/δϕi = 0, (2.22)

where the Lagrange multipliersǫi guarantee the normalization of the auxiliary wave functions.
The above variational scheme yields the well-known Kohn-Sham (KS) equations

[

− ~
2

2me
∆+ Vion(r) +

∫

d3r′ Vee(r− r
′)ρ(r′) +

δExc[ρ]

δρ(r)

]

ϕi(r) = ǫiϕi(r), (2.23)

which reduce the original interacting problem to a set of Schrödinger equations in a time-
averaged potential generated by all other electrons (see also illustration in Fig. 2.3)

V eff(r) = Vion(r) +

∫

d3r′ Vee(r− r
′)ρ(r′) +

δExc[ρ]

δρ(r)
. (2.24)

Note that the auxiliary wave function, solution of the KS equations, are introduced for the only
purpose of minimizing the density energy functional, and have, hence, no physical meaning.
Moreover, the kinetic energy term in (2.23), i.e.:

Ekin.[ρ] = −
N∑

i=1

〈ϕi|
~
2

2me
∆|ϕi〉, (2.25)

corresponds to the kinetic energy ofindependentparticles, while the one of the correlated sys-
tem also includes many-body effects (e.g., in the form of a mass renormalization). The latter
can be, nevertheless, absorbed intoExc[ρ], so that the many-body complexity is formally in-
cluded in the exchange energy functional.
The KS equations (2.23) can be solved self-consistently according to the following scheme:

• an initial guess for the electron density is made;

• the effective density functional effective potential is determined by

V eff(r) = Vion(r) +

∫

d3r′ Vee(r− r
′)ρ(r′) +

δExc[ρ]

δρ(r)
. (2.24)

• the KS equations (2.23) are solved, yielding the auxiliary wave functionsϕi and
the Lagrange multipliersǫi;

• the density is updated, by means of equation (2.21);

• the whole process is iterated till convergence;
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Obviously, in order to build the KS effective potential (2.24), one has to make an approximation
for the unknown exchange energy functionalExc[ρ]. In this respect, several schemes have been
proposed, however, the choice of a given approximating functional able to reproduce material-
specific properties is often still a matter of debate in the DFT community. Among the possible
approximations, perhaps the most widely employed is LDA, whereExc[ρ] is replaced with a
functional of the local density only:

Exc[ρ] ≈
∫

d3r ǫLDA
xc (ρ(r)). (2.26)

In order to ease numerical calculations, the LDA exchange correlation functionalǫLDA
xc can be

a parametrized analytic function. It can be obtained by, e.g., the solution of the homogeneous
electron gas (HEG, or jellium) model, defined by a constant potentialVion = const., yielding
a constant electronic densityρ(r) = ρ0. Evidently, such an approximation is reasonable for
materials characterized by a slowly varying electron density, or equivalently, with small den-
sity gradients.4 Hence, it may be suitable for materials withs- or p-orbital valence electrons,
while it is no longer justified in strongly correlated transition-metal and rare-earth compounds,
characterized by open shells of narrowd- andf -orbitals.

Adopting the LDA for the exchange energy functional is equivalent to place theab-initio
Hamiltonian (2.18) with the following effective one-particle (LDA) Hamiltonian

HLDA =
∑

σ

∫

d3r ψ†(r, σ)
[

− ~
2

2me
∆+ V LDA(r)

]

ψ(r, σ). (2.27)

where the effective LDA potential is defined as

V LDA(r) = Vion(r) +

∫

d3r′ Vee(r− r
′)ρ(r′) +

∂ELDA
xc (ρ(r))

∂ρ(r)
. (2.28)

One can, hence, solve the KS equation (2.23) with the LDA exchange correlation energy func-
tional (2.26), expanding the many-body wave functions in a suitable basis. However, with the
idea of performing LDA+DMFT calculations (see below), one needs also to define a set of
localized orbitals; possible choices are plane waves projected onto Wannier orbitals [126], or
Muffin Tin Orbitals (MTO), either in the linear (LMTO) [127]or theN th-order (NMTO) [128]
version.

As already mentioned, LDA has revealed indeed quite successful and established itself as
themethod for the realistic material calculation. However, itfails in describing the bandstruc-
ture of correlated materials, the major reason being the presence of localized states, which
strongly modify the electronic density distribution with respect to the one of a weakly corre-
lated HEG. In other words, the LDA prescription (2.26) for the exchange energy functional
leads to an effective one-particle approach, where the effect of other electrons is treated within
a static (time-averaged) mean-field.

4More sophisticated exchange energy functionals, beyond the LDA one, can be obtained, e.g., within the
Generalized Gradient Approximation (GGA) (see, e.g., Ref.[125] and references therein) or by means of hybrid
functionals.
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2.2.2 LDA+DMFT

Both theab-initio and the model Hamiltonian paths have been extensively followed by
modern solid-state theorists, and despite being very different in spirit, those approaches result
nevertheless complementary. More recently, important advances came along from the ‘‘mar-
riage’’ of the two schools, giving ‘‘birth’’ to a joint approach, where many-body techniques are
merged into first principles schemes, able to make quantitative predictions for strongly corre-
lated materials.

Obviously, the full LDA basis would be impossible to handle by means of an impurity
solver (see also Sec. 2.1), and its delocalized nature will be also not appropriate to define an
Hubbard-like interaction as in Eq. (2.1). Thus, in order to perform LDA+DMFT calculations,
we need to trace out of the full LDA Hamiltonian the subspaceswhich are irrelevant for the
description of the physical processes we are interested in.More precisely, the effective low-
energy Hamiltonian is projected onto a basis of localized orbital, where we define the (local)
interaction Hamiltonian

ψ†(r, σ) =
∑

iℓ

ϕ∗
iℓ(r)c

†
iℓσ, (2.29)

wherec†iℓσ denotes the creation operator of an electron on sitei and orbitalℓ, associated to
the wave functionϕ∗

iℓ(r). Hence, the LDA Hamiltoniandownfolded/projectedonto a suitable
local basis, takes the tight-binding form

H∗
LDA =

∑

σ

∑

ij

∑

ℓm

tijℓmc
†
iℓσcjmσ, (2.30)

where the hopping matrix elements are defined through the effective LDA potential (2.28) as

tijℓm =

∫

d3r ϕ∗
iℓσ(r)

[

− ~
2

2me
∆+ V LDA(r)

]

ϕjmσ(r). (2.31)

One has, however, to keep in mind that the identification of the minimal basis set that takes
into account the relevant physics is a delicate issue and strongly material dependent. In the
most fortunate cases the correlated manifold is well separated from the others, and the process
is relatively straightforward. On the other hand, there arecases in which the hybridization
between, e.g. thed bands of the transition metal and thesp bands of the surrounding ligands is
not negligible and the latter bands play an active role in thephysical processes.

A generic form of the effective Hamiltonian for LDA+DMFT reads, hence

H = H∗
LDA +

∑

i

∑

ℓℓ‘mm′∈LU

∑

σσ′

Uiℓmℓ′m′c†iℓσc
†
imσ′cim′σ′ciℓ′σ,−

∑

i

∑

ℓ∈LU

∑

σ

∆ǫ niℓσ, (2.32)

where the interaction is only taken onto account in the subspaceLU of the correlated orbitals.
This means thatUiℓmℓ′m′ are effective parameters describing the local interaction, screened by
the electrons residing in the orbitals projected out, typically estimated with the constrained LDA
(cLDA) method. The task of determining the interaction parametersab-initio is a prominent is-
sue, and represents an active field of forefront research. However, the actual derivation of the



2.2 Merging many-body with ab-initio methods 49

Figure 2.4: Flowchart for the LDA+DMFT scheme. The LDA approximation for the exchange energy
functional allows the (numerical) self-consistent solution of the KS equations, yielding the LDA one-
particle eigenstates of the while unit cell (in the box the sample case of La0.5Ca0.5MnO3 is shown).
A downfolding or a Wannier projection procedure provides the input for the DMFT self-consistency.

interaction parameters is beyond the scope of this work, andfor a detailed discussion of the
problem we remand, e.g., to Ref. [121] and references therein.
It is also important to consider that LDA already takes into account rudimentarily part of the in-
teraction effects, such as the static Hartree contributionof the Coulomb interaction. This leads
to the additional well-knowndouble countingproblem when using an LDA input to perform
DMFT. In order to mitigate this problem, one needs to introduce a correction∆ǫ to each of the
on-site energies of the orbitals in the correlated subspace, taking into account the contributions
of the interaction already included in LDA:ǫLDA

iℓmσ→ǫLDA
iℓmσ − δℓm∆ǫ, for ℓ,m∈LU . A physically

sensible and consistent way to do this is unknown, at least inthe framework of LDA+DMFT,
yet for the most well-known prescription we refer, e.g., to Refs. [129, 130].

In practice an LDA+DMFT calculation is implemented as follows (see also Fig. 2.4). In the
case of solids, where the real-space translational symmetry is granted by the periodic structure
of the underlying ionic lattice, one can calculate the LDA bandstructrure by means of a FT of
the hopping matrix on a coarse-grained Brillouin zone

ǫLDA
ℓm (k) =

1

L

∑

ij

tijℓme−ık(Ri−Rj), (2.33)

whereL denotes the number of lattice positionsRi of the atoms in the unit cell. The LDA
bandstructureǫLDA

ℓm (k) represents theab-initio input of the LDA+DMFT calculations. The local
Green’s function of the corresponding lattice model is defined as

Gloc(ν) =
∑

k

1

ν − ǫLDA
ℓm (k)− Σ(ν)

. (2.34)
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Hence, the corresponding auxiliary local impurity problem, defined analogously to Eq. (2.13),
can be solved self-consistently within the DMFT scheme described in the previous section. This
way, one is able to include local correlation effectson topof LDA. Most of the calculations are
performed in this spirit, albeit depending on the change of occupation in the different orbitals,
a fully self-consistent LDA+DMFT calculation may also be needed.

2.3 Including correlations beyond DMFT

The Hubbard interaction represents obviously a drastic approximation to the Coulomb repul-
sion: it retains only its local contribution under the assumption that the strength of the (screened)
interaction falls with distance fast enough that non-localinteraction on the typical lattice dis-
tance are essentially negligible. However, even assuming this assumption to be correct, leading
to an effective interaction purely local in space, non-local spatial correlations may still arise.
Those spatial correlations, when non negligible, have profound consequences on the physics
and need to be taken into account, beyond the mean-field picture of DMFT, in order to quanti-
tatively describe the properties of the system. An instructive example concerns the Néel tem-
peratureTN associated to the paramagnetic to antiferromagnetic (AF) transition in the lattice
model: for the Hubbard model ind= 2, DMFT predicts a finiteTN while it should instead be
exactly zero, according to the theorem of Mermin & Wagner forsecond order phase transitions
[131]. Such intrinsic limitations of DMFT motivated to include non-local correlations beyond
mean-field into account. In fact, many possible extensionsof DMFT, which recover DMFT
in some well-defined limit, were proposed. In the followingwe briefly review the main ones,
in order to provide an overview on the theories of electroniccorrelations beyond (dynamical)
mean-field.

Chronologically, one of the first extensions to DMFT was the1/d expansion [132], which
was meant to be the natural analytic extension of DMFT. It is based on the idea of making
a resummation of all skeleton diagrams with inter-site distance not greater thann: for n = 0

DMFT is recovered, while at higher inter-site distancen would give the leading corrections to
DMFT to order1/dn. However, though formally elegant, the method revealed itself to be of
scarce practical use: in fact, when non-local correlationsbecome really relevant, retaining only
the leading terms in a1/d expansion does not provide any longer a reasonable approximation.
Moreover, in some parameter region, the method can develop non-analyticities originated from
the violation of the causality principle.

The forthcoming extensions to DMFT, whose application has been more successful than the
1/d expansion, can mainly be grouped intocluster [134] anddiagrammatic extensions.
To the former branch belongs the cellular-DMFT [133] and thedynamical cluster approxima-
tion (DCA) [135, 136]. The main idea of the cluster extensions is to approximate the spatial
correlations of the infinite lattice with those of a finite-size cluster. Therefore, both methods
map the original lattice problemnot onto a single-site AIM, but onto a cluster of lattice sites
embedded into a self-consistent bath, with the main difference that the cluster is built in real
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(cellular-DMFT) or in momentum space (DCA). In both cases, DMFT is recovered in the limit
in which the cluster collapses to a site. Those theories allows one to naturally take into account
short-rangecorrelations within the cluster size exactly, while treating correlations at longer
length scales within mean-field. To include short range non-local correlations is certainly im-
portant, as they, e.g., suppress the Neél temperatureTN with respect to the DMFT predictions,
and to restore the k-dependence of the self-energy allows one to describe phases characterized
by a non-local order parameter, such as spin density waves (SDW) or d-wave superconduc-
tivity [137]. Cluster extensions were indeed quite successful and are still probably the most
well established extension to DMFT. Among the most important achievements we recall inves-
tigation of the phase diagram, and in particular the pseudogap phase of the two-dimensional
Hubbard model [134, 138, 139], and of the interplay between electronic correlation and struc-
tural (Peierls) distortions inVO2 [140, 142, 141].

However, cluster theories are numerically much more demanding than DMFT, as the size
of the Hilbert space of the effective impurity model, defined on a cluster of lattice sites, is much
larger compared to the one of the single impurity Anderson model. This obviously impose lim-
itations to the maximal cluster size (especially in the three dimensional case) and the intrinsic
finiteness of the cluster prevents one to treat long-range correlations, almost certainly of impor-
tance in critical regions. In order to access information onthe thermodynamical system, one
usually needs to make extrapolations as a function of the cluster size. However such a proce-
dure is delicate and its accuracy can depend both on the system, on the cluster geometry, and
on the physical quantity considered. At the same time, for each fixed cluter size (no matter how
large), cluster theories will always find a mean-field critical behavior (i.e., critical exponents)
close to the phase transition, and may still lead (as well as DMFT does) to unphysical phase
transition prohibited by the theorem of Mermin & Wagner [131]. Perhaps, in this context it
is worth to notice that though being both self-consistent and Φ-derivable in the sense of Baym
and Kadanoff [143, 144], DMFT, as well as its cluster extensions are not conserving, as all of
them violate local momentum conservation, and are therefore likely to violate some set of Ward
identities [134, 136].

Those drawbacks became the main motivation to developcomplementary extensionsto
DMFT, where the approximations are introduced at the diagrammatic level. The main approx-
imations in this spirit are the dynamical vertex approximation (DΓA) [145, 146, 147] and the
dual fermion (DF) [149] approach. The basic idea of those methods is very similar, as they aim
to introduce non-local correlations at all length scales performing an approximation at the level
of two-particle quantities.

In the case of the DF approach, the approximation is done in a dual fermion space, defined
via an Hubbard-Stratonovich transformation performed on the hopping term of Hamiltonian
(2.1), or to be more precise, on the difference between the hopping term and the dynamic Weiss
field. The transformation yields an effective local problem in the dual fermion space to be
perturbatively expanded around its non-interacting limit, which corresponds, in the original
space, to DMFT. The theory is conserving in the sense of Baym and Kadanoff (though this
was proven only for the dual space [149, 150]), and the coefficients of the Taylor expansion
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are the dualn-particle Green’s functions, e.g., forn=2 the coefficient corresponds to the dual
two-particle reducible vertex functions F. This series is claimed to be rapidly converging, and
the method allows one to compute the susceptibilities in theHubbard model [151], although
this has been recently questioned in Ref. [152]. Retaining the lowest order in the effective dual
interactionF is not enough and, for example, in order to reproduce the pseudogap formation
one needs to build a ladder solution of the Bethe-Salpeter equation [150]. Recently the DF
method has also been combined with DCA [153] in the frameworkof the so-called multiscale
approach [154].

In the case of DΓA instead, the diagrammatic approximation is directly applied to the space
of the physical fermions. It consists in requiring the locality of the two-particle fully irreducible
vertexΛ (often called alsoΓirr, from which stems the name of the method), in order to include
non-local fluctuations in the one-particle irreducible self-energy. Among the achievement of
DΓA in the context of bulk systems, we recall the study of the spectral properties of the Hub-
bard model at half-filling both ind=3 andd=2 [145, 147]. Noteworthy, in the latter case, a
proper treating of non-local spatial correlations beyond mean-field are shown to restore a zero
Néel temperature, as well as to determine the formation of a pseudogap state at intermediateT ,
providing significant qualitative and quantitative improvement with respect of DMFT. More-
over, within DΓA it is also possible to address critical properties close toa second order phase
transition, as it was done, e.g., for the critical exponentsof thed=3 Hubbard model [168].

Since DΓA represents the starting point, we have chosen for dealing with correlated nanos-
tructures, it is worth to discuss this approximation in moredetails.

2.3.1 Dynamical Vertex Approximation

In order to understand the diagrammatics of DΓA, it is useful to recall, and make a com-
parison with the diagrammatics of DMFT. From the diagrammatic point of view, DMFT corre-
sponds to all the topologically distinct, purely local, one-particle irreducible skeleton diagrams
for the self-energy. The approximation is justified in highdimasions by the scaling of the
Green’s function in the limitd→∞, in which all non-local contribution becomes irrelevant,
and DMFT is exact (see Sec. 2.1).

A systematical generalization of DMFT can indeed be obtained by requiring the locality
of then-particle irreducible vertex, allowing, in turn, all irreducible vertices of lower orders
n−1,n−2, . . . to be non-local [145, 147]. Atn=1 the one-particle irreducible vertex corresponds
to the self-energy, so that DMFT is recovered, while the limit n→∞ corresponds to consider
all diagrams, and therefore to the exact solution of the Hubbard model, which is, however,
unknown. In this framework, the DΓA corresponds to require the locality of then=2-particle
fully irreducible vertex allowing the self-energy to be non-local (see Fig. 2.5). Indeed, once
the two-particle fully irreducible local vertex has been determined, it allows one to compute
the two-particle full vertex functionF νν′ω

kk′q ↑↓, which enters the exact equation of motion (also
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Figure 2.5: DMFT and DΓA from the diagrammatic point of view. DMFT corresponds to all local one-
particle irreducible diagrams for the self-energy, while DΓA assumes the locality of the two-particle
fully irreducible vertex in order to include non-local contribution in the self-energy. Adapted after
Ref. [155].

known as Dyson-Schwinger equation) for the self-energy

Σk(ν) = U
n

2
− UT 2

∑

ν′ω

∑

kq

F νν′ω
kk′q ↑↓Gk′+q(ν

′ + ω)Gk′(ν
′)Gk+q(ν + ω). (2.35)

This way, the information of non-local spatial correlations beyond mean-field can be included
non-parturbatively in the self-energy, and into valuable two-particle quantities, e.g., the suscep-
tibilities.

The justification of the approximation employed in DΓA is the following. The fully irre-
ducible diagrams are by definition the most compact ones i.e., they cannot build any kind of
ladder (see Sec. 2.3.2 below): those diagrams are hence the closest one to the bare interaction in
the case of the Hubbard model, where the interactionU is purely local in space. It is therefore
reasonable to expect only a weak momentum dependence of the two-particle fully irreducible
vertex also in finite dimensions, making the assumption behind DΓA particularly plausible.
Indeed, numerical evidence supporting the reliability of this argument was recently reported
[156] within DCA in the two-dimensional Hubbard model at non-integer density.5 While this
would not hold any longer in presence ofnon-local interactions, e.g., the full Coulomb potential
V (r)∼1/r, long-range interaction terms may still be taken into account within the mean-field
approximation, or within further extensions of the diagrammatic methods, such as the recently
proposedab-initio DΓA [157] or Dual Boson [148] methods.

5It was rather a sporadic investigation, concerning with thestructure of the pairing interaction in a case relevant
for the superconducting instability in the cuprates.
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The main task is, hence, to compute the two-particle fully irreducible local vertexΛ non-
perturbatively at all orders. This is more conveniently done at the level of the single-site AIM,
exploiting the self-consistency relation between the impurity Green’s function and the local
Green’s function of the original lattice. In this respect, the flowchart of DΓA is conceptually
similar to the one of the DMFT, as in both methods the lattice problem is mapped onto an AIM.
In DΓA however, one is required to fully compute local two-particle quantities out of the AIM,
thus enhancing the workload associated to the solution of the impurity problem. Nevertheless,
this workload is still lower than the one required by, e.g., DCA for large cluster sizes, which is
an essential property for the future development of the method [157].

2.3.2 Diagrammatics& Parquet formalism

The main part of the following discussion and the derivationof the parquet formalism is pub-
lished in the APS Journal ‘‘Physical Review B’’: PRB86, 125114 (2012) [158].

In order to understand the essence of DΓA we need to define some fundamental quantities
and to get familiar with the diagrammatic formalism of the two-particle vertex functions. This is
most conveniently done in the context of the AIM, which is used to evaluate two-particle local
vertex functions in DMFT and its extensions. However, a formal and extended derivation of the
diagrammatic relation presented below in beyond the scope of this work, and for this purpose
we refer instead to Ref. [158], where state-of-the-art of the knowledge about two-particle local
vertex functions has been revised and completed in a unifiedformalism.

General definitions. The starting point of the following analysis is the Hamiltonian of the
AIM (2.5), which we recall here for the sake of clarity in a notation consistent with the notation
adopted in Ref. [158]

HAIM =
∑

kσ

ǫkσa
†
kσakσ +

∑

kσ

Vk(a
†
kσcσ + h.c.) + Un↑n↓, (2.36)

wherec†σ (cσ) are the creation (annihilation) operator of an impurity electron, andnσ = c†σcσ
is the corresponding electronic density at the impurity site. Herea†kσ (akσ) are the creation
(annihilation) operators of a conduction electron with spinσ, momentumk, and energyǫkσ, and
Vk describes the hybridization between the impurity and the conduction band.

Besides the one-particle Green’s function, at the two-particle level one usually defines the
generalized susceptibility, as a combination of one- and two-particle Green’s functions

χσ1σ2σ3σ4
(τ1, τ2, τ3, τ4) := Gσ1σ2σ3σ4

(τ1, τ2, τ3, τ4)−Gσ1σ2
(τ1, τ2)Gσ3σ4

(τ3, τ4), (2.37)

which represents the fundamental two-particle local quantity needed to be computed on the
impurity level. The notation can be substantially simplified taking into account the symmetries
of the system. Due to the time-translational invariance of (2.36) and exploiting the properties
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of the Matsubara representation for the Green’s functions,one can restrict the imaginary timeτ
domain to[0, β) and setτ4=0, yielding

χσ1σ2σ3σ4
(τ1, τ2, τ3, 0) = Gσ1σ2σ3σ4

(τ1, τ2, τ3, 0)−Gσ1σ2
(τ1, τ2)Gσ3σ4

(τ3, 0). (2.38)

Moreover, in theSU(2) symmetric case considered here, due to the conservation of spin, among
the24=16 combination ofσ1 . . . σ4, only 3×2 are actually independent: i)σ1 =σ2 = σ3= σ4,
ii) (σ1=σ2) 6=(σ3=σ4), and iii) (σ1=σ4) 6=(σ2=σ3), with σ1=↑, ↓ in each case. This suggests
the following definitions, which cover all the possible combination mentioned above.

χσσ′(τ1, τ2, τ3) = χσσσ′σ′(τ1, τ2, τ3), (2.39a)

χσσ′(τ1, τ2, τ3) = χσσ′σ′σ(τ1, τ2, τ3). (2.39b)

Furthermore one can show that the two previous definitions of the susceptibility are related
by the crossing symmetry [158, 159, 160] and that, in the Fourier space, e.g, the definition
(2.39a) can be obtained by the one of (2.39b) by means of a merefrequency shift (cf. also the
Appendixes of Ref. [158]). In light of the previous considerations, for the rest of this work, we
will here restrict ourselves to the susceptibility (2.39a)keeping in mind that all relations derived
for this will apply, without any restriction, to (2.39b) as well.

A clearer interpretation of the susceptibility in terms of Feynman diagrams, is obtained
in Fourier frequency space, where the susceptibility can bedefined equivalently in both the
particle-hole (ph) andparticle-particle (pp) notation, as

χνν′ω
ph,σσ′ := χ

(
νσ, (ν + ω)σ
︸ ︷︷ ︸

outgoing electrons

; ν ′σ′, (ν ′ + ω)σ′

︸ ︷︷ ︸

incoming electrons

)
=

=

∫ β

0

dτ1dτ2dτ3 χσσ′(τ1, τ2, τ3)e
−iντ1ei(ν+ω)τ2e−i(ν′+ω)τ3 ,

(2.40a)

χνν′ω
pp,σσ′ := χ

(
νσ, (ω − ν)σ′

︸ ︷︷ ︸

outgoing electrons

; (ω − ν ′)σ, ν ′σ′

︸ ︷︷ ︸

incoming electrons

)
=

=

∫ β

0

dτ1dτ2dτ3 χσσ′(τ1, τ2, τ3)e
−iντ1ei(ω−ν′)τ2e−i(ω−ν)τ3 ,

(2.40b)

where we adopt the notationν≡ ν
(′)
n =(2n(′) + 1)π/β, n(′) ∈ Z, andω ≡ωl=(2l)π/β, l ∈ Z,

for the fermionic and bosonic Matsubara frequencies, respectively.
The choice of the frequency convention for the susceptibilities (2.40a) and (2.40b) has a

clear physical motivation: they describe an electron-hole(ph channel) and an electron-electron
(pp channel) scattering process of total energyω, respectively. It is worth to stress that theph
andpp notations defined above are introduced just for convenience in the definition of two-
particle quantities in thepp channel, and that the corresponding susceptibilities are not indepen-
dent, as can be obtained from each other by means of a frequency shift, i.e., both scattering
processes are included in the definition (2.39a) of the two-particle Green’s function. However,
the equivalence of the notation may also be exploited in the numerical implementation of DΓA,
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lowering the workload associated to the evaluation of the generalized susceptibility. In this sec-
tion we can restrict ourselves to one of the two expression inEq. (2.40), e.g., to theph channel,
keeping in mind that all relations derived forχph will apply, without any restriction, toχpp in
thepp notation as well [158].

The scattering process defined above includes all possibleinteractions between the two
incoming particles, and can be separated into a term describing the independent propagation of
the two particles, and the vertex corrections (see Fig. 2.6)

χνν′ω
σσ′ = −βGσ(ν)Gσ(ω + ν)δνν′δσσ′ −Gσ(ν)Gσ(ν + ω)F νν′ω

σσ′ Gσ(ν
′)Gσ(ν

′ + ω). (2.41)

The full vertex F contains the information of all possible scattering eventsbetween two prop-
agating fermions, and can therefore be interpreted as the scattering amplitude between two
quasi-particles, at least in the Fermi liquid regime, whereone-particle excitations are still well
defined. For convenience one also usually defines the bubble-like term, as

χνν′ω
0 = −βGσ(ν)Gσ(ω + ν)δνν′δσσ′ , (2.42)

where the spin index in the l.h.s. has been dropped, as we restrict to the paramagnetic case, so
that Eq. (2.41) can be rewritten in compact form as

χνν′ω
σσ′ = χνν′ω

0 δσσ′ − 1

β2

∑

ν1ν2

χνν1ω
0 F ν1ν2ω

σσ′ χν2ν′ω
0 . (2.43)

The two-particle full vertexF represents the fully connected part of the generalized suscepti-
bility (2.41). Moreover, the set of those diagrams, can be further classified according to their
reducibility property. Reducibility is an important concept in the diagrammatics and, in gen-
eral for all diagrammatic techniques, it is of fundamental importance to make a clear distinction
betweenreducibleandirreduciblediagrams. According, e.g., to Ref. [90], a diagram is classi-
fied as one-particle irreducible if itcannotbe split into two parts by cutting a single internal line.

χνν
′ω

σσ′ =

Gσ(ν + ω)

−−βδνν ′δσσ′

Gσ(ν)

Gσ(ν + ω) Gσ′(ν ′ + ω)

F νν ′ω
σσ′

Gσ(ν) Gσ′(ν ′)

Figure 2.6: Diagrammatic representation of the generalized local susceptibility χνν′ω
σσ′ in theph notation,

as defined in Eqs. (2.40a) and (2.41). In the interacting case,χνν′ω
σσ′ is naturally decomposed into a

bubble termχνν′ω
0 , defined in Eq. (2.42), and the vertex corrections, expressed in terms ofF νν′ω

σσ′ .
After Ref. [158].
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Figure 2.7: Parquet equation. Adapted after Ref. [158].

The self-energy corresponds per definition to the sum of allone-particle irreducible diagrams.
At the two-particle level, the concept of reducibility becomes naturally more complex [158]
and gives rise to a richer classification for the Feynman diagrams. We can indeed distinguish
between:

• Fully irreducible diagrams, i.e., diagrams which cannot be separated into twoparts by
cuttingtwo internal lines, which represents the two-particle counterpart of the self-energy
diagrams at the one-particle level.

• Reduciblediagrams. However, by cutting two lines, there is more than one possibility
to separate a diagram. Hence, the concept of reducibility has to be referred to a specific
channel. Each channel corresponds to a different way of separating (always pairwise) the
four outer legs of a given diagram.

According to this classification, each diagram will be either fully irreducible, i.e., irreducible in
all channels, or reducible in exactly one specific channel [158]. As a consequence, the full ver-
tex can be expressed in terms of fully irreducible contributions (Λ) and reducible contribution
in all the three channels (a particle-particle and two particle-hole) as

F = Λ + Φph + Φph + Φpp. (2.44)

We omit, for the sake of simplicity, all spin and frequency indexes. Such a decomposition of
F is known asparquet equation [161] and it is schematically illustrated in Fig. 2.7 with one
low-order diagram shown for each of the four contributions.It is important to state that, being
nothing more than a mere classification of diagrams, the parquet equations donot imply any
kind of approximation.

In order to deal with the parquet equation, one can consider another significant subset of
diagramsΓr, defined as

F = Γr + Φr, r = ph, ph, pp, (2.45)

corresponding to the diagramsirreducible in one specific channelr=ph, ph, pp. This is easily
understood, considering that each diagram included inF is either reducible or irreducible in
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a given channel. TheΓr vertices can be directly computed fromF by means of an integral
equation, known asBethe-Salpeter equation, as

F = Γr +

∫

ΓrGGF, (2.46)

where the integral symbol denotes the sum over all degrees offreedom (e.g., frequency, spin,
. . .). In fact, Eq. (2.46) does not add further information with respect to the definition ofΓr

(2.45): it follows immediately from that, considering thatthe set of the reducible diagramsΦr

can be obtained by connectingΓr to the full vertex F via two Green’s function lines. Such a con-
struction is, by definition, reducible in channelr. Moreover, this decomposition is, obviously,
not unique, as it can be performed independently for all channels.

It is important to notice the different channels (i.e.,ph, ph, andpp) are not completely inde-
pendent, as they satisfy the so-called crossing symmetry [161], which is a direct consequence
of the Pauli exclusion principle for fermions. Moreover, inthe case of aSU(2) symmetric
Hamiltonan we consider here, as already discussed above, there are only three independent spin
combinations, i.e.↑↑, ↑↓, ↑↓. In this basis, two out of the three Bethe-Salpeter equation(2.46)
are coupled (within each channel), so that it convenient to decouple them (analytically) per-
forming aspin diagonalization, i.e., defining the (d)ensity, (m)agnetic, (s)inglet, and(t)riplet
channels as

F νν′ω
d.m := F νν′ω

↑↑ ± F νν′ω
↑↓ , (2.47a)

F νν′ω
s,t := F νν′ω

pp,↑↓ ± F νν′ω
pp,↑↓

, (2.47b)

where the subscriptpp denotes that the relation in this form holds in thepp (frequency) nota-
tion. In an analogous way one defines also the (ir)reducibleverticesΦr (Γr) as well as a fully
irreducible vertexΛ, and the decoupled Bethe-Salpeter equations read, hence,

F νν′ω
d,m = Γνν′ω

d,m +
1

β

∑

ν1

Γνν1ω
d,m G(ν1)G(ν1 + ω)F ν1ν′ω

d,m , (2.48a)

F νν′ω
s,t = Γνν′ω

s,t − 1

2

1

β

∑

ν1

Γν1ν′ω
s,t G(ν1)G(ω − ν1)F

ν(ω−ν1)ω
s,t , (2.48b)

where the factor two in thepp vertex functions arises due to the indistinguishability ofidentical
particles [161]. An important remark: whileΓr andΦr are, by definition, channel-dependent,
this is not the case for theF andΛ, and even if one can formally define channel-dependent
quantities, there is only two independent full vertex and fully irreducible vertex functions exist.
More generally, all vertex functions in thed, m, s, andt channels are not completely indepen-
dent, and several symmetry relations can be derived at all levels of diagrammatics. However, a
comprehensive discussion of those symmetry relations, as well as a thoughtful derivation of the
diagonalized Bethe-Salpeter equations above, is beyond the scope of this thesis, and we refer to
Refs. [158, 161] for a detailed reading.

As already mentioned, in DΓA the AIM is a mere tool which can be exploited in order to
calculate (numerically) the exact two-particle fully irreducible local vertexΛ. The vertex func-
tion extracted from the AIM will approximate the local one ofthe Hubbard model, assuming
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the equivalence between the impurity and the lattice local Green’s function. In the following we
show (i) how to combine the relation above in order to extractthe fully irreducible local vertex
Λ from an AIM, and (ii) how to use it in order to compute a non-local self-energy solving the
parquet equations.

Including non-local spatial correlations within DΓA. In the following we discuss the com-
plete flowchart of DΓA. It consists of two main blocks: one relying on the definition and the
numerical solution of a proper AIM, in order to extract the two-particle fully irreducible local
vertex, the other on the solution of the parquet equations inthe reciprocal space of the original
lattice, in order to extract the non-local DΓA self-energy.

As for DMFT, also within DΓA one needs an initial guess for the AIM (see also Sec. 2.1)
associated to the lattice problem at hand, which translatesinto a guess for the self-energy enter-
ing the local Green’s function (2.12). However, DΓA requires the knowledge of the generalized
(local) susceptibility (2.40) in Matsubara representation, whose numerical evaluation is compu-
tationally heavier with respect to the evaluation of the (local) self-energy. It can reliably be
obtained, e.g., within ED by means of the Lehmann representation (for an explicit expression
see, e.g., Ref. [145]), though it is most likely limited to the one-band model, or within QMC,
measuring theτ -ordered product (2.38), provided the asymptotic behavioris treated properly in
the FT process [112, 162, 163], as discussed also in AppendixB.

In order toextract the two-particle fully irreducible local vertex Λ, by ‘‘inverting’’ the
parquet equation (2.44), one needs to separate the full vertexF into its reducible (Φr) and irre-
ducible (Γr) contributions in each channels. The full vertex functionF is trivially evaluated by
means of the definition (2.41), and an expressions for the irreducible vertexΓr can be derived,
e.g., substituting the Bethe-Salpeter equations (2.48a) and (2.48b) in each channel into 2.41),
yielding

Γνν′ω
d,m = β2(χ−1

d,m − χ−1
0 )νν

′ω, (2.49a)

Γνν′ω
s,t = β2

[
4(χs,t ∓ χ0,pp)

−1 ± 2χ−1
0,pp

]νν′ω
. (2.49b)

Once thatF and theΓr’s are known, theΦr’s are accessible by means of Eq. (2.45). Hence, it
is a trivial algebraic task to invert the parquet equation (2.44) in order to the fully irreducible
vertexΛ, which remains the only unknown. This procedure is illustrated in Fig. 2.8 in the upper
part of the DΓA flowchart.

In order toevaluate the non-local self-energyof the original lattice, one can employ the
exact equation of motion

Σk(ν) = U
n

2
− UT 2

∑

ν′ω

∑

kq

F νν′ω
kk′q ↑↓Gk′+q(ν

′ + ω)Gk′(ν
′)Gk+q(ν + ω). (2.35)

whereF νν′ω
kk′q is thenon-local full vertex function corresponding to the local fully irreducible

vertexΛ of the AIM. This means that one has to solve the parquet equation on acoarse-grained
Brillouin zone for the lattice, in order to generate a momentum-dependentF νν′ω

kk′q . As the only
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Figure 2.8: Flowchart of DΓA: the lattice problem is mapped onto an auxiliary AIM, use toobtain
local two-particle vertex functions; the solution of the (inverse) parquet equation yields the two-
particle fully irreducible local vertexΛ. The self-consistent solution of the parquet equation on the
lattice, usingΛ as input, yields the momentum-dependent two-particle fullvertex, needed to compute
the non-local lattice self-energy of DΓA.

known quantity is the local fully irreducible vertexΛ, one has to start from an educated guess
for all momentum-dependent vertex functions, i.e.,Γνν′ω

kk′q,r, Φ
νν′ω
kk′q,r, andF νν′ω

kk′q,r itself (usually
they are set equal to the bare interactionU). The parquet equations are solved self-consistently:
the momentum dependent quantity will flow till some convergency criterion is met, while the
fully irreducible vertex willnot be updated in the procedure. While this may seem to be a
prohibitively expensive task (in particular if compared tothe solution of the inverse parquet
equation for the AIM) the solution of the parquet equations is indeed doable, and a solver was
recently made available from the group of Jarrell [164, 165]. The procedure to obtain the non-
local self-energy is illustrated in Fig. 2.8 in the lower part of the DΓA flowchart.

In principle. also the whole DΓA cycle should be performed self-consistently. This is
obviously extremely expensive from the computational point of view. Thus, the previous calcu-
lations were performed within a one-shot (ladder) DΓA approximation [145] on top of a DMFT
self-consistently converged loop. Obviously, this implementation is not independent on the ini-
tial conditions: e.g., it relies on the DMFT Neél temperatureTDMFT

N , which is intrinsically not
accurate due to its mean-field nature. In particular in thed=2 case,TDMFT

N >0 (violating the the-
orem of Mermin & Wagner) resulting in an overestimation of antiferromagnetic fluctuation at
finite T. This problem has been overcome however, by introducing a Moriyasqueλ-correction
to the susceptibility [147, 168].
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2.4 Extension to nanoscopic systems

So far we provided the general concepts of how many-body effects in lattice model Hamil-
tonians are taken into account within DMFT and its extensions. We restricted to the case of the
Hubbard model, but DMFT has been also successfully applied to other models, like the Falicov-
Kimbal [169] or the Kondo lattice [170] models. In the following we discuss the applicability of
those techniques to correlated nanostructures. After a brief introduction to generic issues in this
context, we present the basic idea (Sec. 2.4.1) and the flowchart (Sec. 2.4.2) of a novel method
we developed, which provides a flexible way to apply DMFT andits extensions to nanoscopic
systems. To conclude, we also discuss similarities and differences with alternative methods
reported in the literature (Sec. 2.4.3).

Independently on the model one is considering, as soon as thecomplexity of the effective
low-energy model increases, performing many-body calculations becomes extremely challeng-
ing. The exponential growth of the Hilbert space of the auxiliary impurity problem to be solved,
due to an increasing number of correlated bands in the relevant low-energy manyfold, or of
sites in a cluster, imposes a severe limitation on the systemsize, even for the most advanced
and efficient impurity-solver algorithms.

Hence, if one aims to address the problem of correlation effects at nanoscopic scales, i.e., for
systems with a finite number of sites, it is clear that any exact treatment of the problem suffers
from analogous scalings with the size of the Hilbert space, and therefore does not allow to deal
with more than few coupled sites. The lack of a proper tool fora theoretical investigation of
electronic correlations at the nanoscale motivated the development of a novel approximation
scheme, based on DMFT and its extensions, which may be suitable to treat complex networks
of correlated sites. However, the application of DMFT and its extensions at the nanoscale
is not straightforward. In the lattice, one can take advantage of the translational invariance
granted by the underlying periodic structure, and of the equivalence of lattice sites due to the
infinite extension of the system, in order to define a local impurity problem, which is eventually
allows one to perform the actual calculations. At the nanoscale, instead, one has to consider
systems which are, due to their finite size, inhomogeneous,devoid of translational symmetry,
and also quite far from the thermodynamic limit, which represents the usual DMFT framework.
Those considerations challenge reliability of DMFT and itsextensions for nanoscopic systems.
requiring it to be tested.

2.4.1 The idea behind

In order to describe the method in details, let us proceed with the definition of the prob-
lem we aim to solve. We are interested in a nanoscopic system consisting ofN sites (e.g.,
atoms)i=1, . . . , N whose position in space is fixed6 and where the electronic dynamics within
the nanostructure is described by an inter-site hoppingtij , and a local Coulomb repulsionUi.

6i.e. no phononic, or molecular vibrational degrees of freedom are taken into account at this stage
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Optionally, we consider the possibility of a hybridizationViηk between the nanostruture andM
non-interacting environmentη=1, . . . ,M , describing, e.g., an adsorbent substrate or electrodes
contacted to the nanostructure, that in the following will be in general referred to as ‘‘leads’’.
The Hamiltonian of such a system reads, hence,

H =−
∑

ij

∑

σ

tijc
†
iσcjσ − µ

∑

i

∑

σ

c†iσciσ + U
∑

i

c†i↑ci↑c
†
i↓ci↓

+
∑

iηk

∑

σ

(Viηkc
†
iσlηkσ + V ∗

iηkl
†
ηkσciσ) +

∑

ηk

∑

σ

ǫηkσl
†
ηkσlηkσ, (2.50)

wherec†iσ (ciσ) andl†ηkσ (lηkσ) denote the creation (annihilation) operators for an electron with
spinσ on sitei and in leadη statek with energyǫηkσ, respectively. In the most general case the
Hubbard interaction can be inhomogeneous (e.g., in nanostructures made of different atomic
species). For the sake of clarity, in Hamiltonian (2.50) we drop the orbital indexes. However,
the generalization to multi-orbital problems is straightforward and below we will briefly high-
light the corresponding modifications to the general scheme.

As discussed in the introduction to this section, it is clearthat any exact treatment of Hamilto-
nian (2.50) becomes unfeasible as soon as the complexity of the nanostructure increases, hence,
the basic idea behind the nano-DΓA is to reduce the full problem into a set ofN auxiliary
single-site Anderson impurity models (AIM). These local problems are defined in such a way
that they result completely independent. Furthermore, when possible, any existing symmetry of
the nanostructure can be exploited, reducing the number of auxiliary AIMs to one for each of
theNineq≤N inequivalentatoms in the nanostructure. Since the numerical solution ofthe im-
purity problem is usually the bottleneck of the algorithm, through this approximation the overall
computational effort is heavily reduced, because it depends only linearly onNineq, instead of
the usual exponential scaling with the size of the Hilbert space. Moreover, in case of highly
symmetric structuresNineq may also be much lower thanN . Note that this decomposition does
not improve the scaling with the number of orbitals per atom,and the full multiplet structure
have still to be taken into account when appropriate.

If using the AIM only to compute a local self-energy, as in DMFT, such decomposition
makes it effectively possible to deal with a huge number of atoms in a reasonable calculation
time. This corresponds obviously to neglecting non-local correlations within the nanostructure.
However, those can indeed also be included -when needed- by extending the calculation of the
AIM at the two-particle level, in the spirit of DΓA. In fact, as already discussed in Sec. 2.3.1,
DΓA provides a systematic method to include non-local spatialcorrelations beyond DMFT by
extracting purely local two-particle quantities from an auxiliary AIM. This means that, within
this scheme, one can treat correlated nanostructures at different approximations level, i.e. in-
cluding only local correlations (n = 1-particle, or nano-DMFT7) or correlations at all length
scales (n = 2-particle or nano-DΓA). Evidently, like its bulk counterpart, the nano-DΓA ap-
proximation level is computationally more expensive than the nano-DMFT one. However, the
latter will will be shown to be quantitatively reliable in a reasonably wide range of parameters.

7Being careful not to confuse it with the slightly different approach, reported in Ref. [171], see also Sec. 2.4.3.
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2.4.2 Flowchart of nano-DΓA

The flowchart of nano-DΓA, shown in Fig. 2.9, consists of the following steps, described
below in more details: (i) setting up of the nanostructure; (ii) definition of a suitable local
problem; (iii) solution of the impurity model, and self-consistency loop.

Setting up the nanostructure. The system is completely identified by the Green’s function
of the whole nanostructure (including the leads), which, inthe non-interacting case, can be
analytically computed from Hamiltonian (2.50) without anyapproximation, e.g., by means of
(a generalization to the multi-site case of) the standard path integral procedures [?]. For the
sake of completeness we briefly recall its main steps. In Hamiltonian (2.50) both operators cor-
responding to the electrons on the impurity (correlated) sites and in the metallic (uncorrelated)
leads appear, and they are connected through the hybridization termViηkc

†
iσlηkσ. One can decou-

ple the two electronic species performing a Gaussian integral in the corresponding Grassmann
variables of the non-interacting fermionic degrees of freedom, yielding the effective action de-
pending only on the correlated fermionic degrees of freedom

Seff =

∫ β

0

dτ

[
∑

ij

∑

σ

c†iσ(τ)
{

(
∂

∂τ
− µ)δij − tij

}

cjσ(τ) + U
∑

i

ni↑(τ)ni↓(τ)

]

+

∫ β

0

dτ

∫ β

0

dτ ′
∑

ij

∑

σ

c†iσ(τ)∆ijσ(τ − τ ′)cjσ(τ
′), (2.51)

where the FT in the (Matsubara) frequency space of the hybridizaion function∆ijσ(τ−τ ′) reads

∆ijσ(ν) =
∑

ηk

ViηkV
∗
jηk

ν − ǫηkσ
. (2.52)

The Green’s function can be formally computed from the effective action as

Gijσ(τ) = − 1

Z
∏

i′j′

∏

σ′

∫

Dc†i′σ′Dcj′σ′ c
†
iσ(τ)cjσ(0) e−Seff[c†,c], (2.53)

with the partition functionZ defined as

Z =
∏

i′j′

∏

σ′

∫

Dc†i′σ′Dcj′σ′ e−Seff[c†,c]. (2.54)

The Green’s function is, in general, a matrix in the site (andpossibly orbital) indexes, one can
explicitly write the generic matrix element of its inverse in the (Matsubara) frequency space, as

{
G−1

}

ij
(ν) = (ν + µ)δij + tij −

∑

ηk

ViηkV
∗
jηk

ν − ǫηk
− Σij(ν), (2.55)

whereΣ(ν) is the self-energy matrix describing the interactions between the electrons on the
nanostructure, and needs to be computed numerically. As in general we will refer to the high-
temperature paramagnetic phase, and the Green’s function is diagonal in spin, we omitted the
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Figure 2.9: Flowchart of nano-DMFT (left panel) and nano-DΓA (right panel) self-consistency
schemes. Given the (non-interacting) Green’s function of the whole nanostructure, one can define a
set of local (independent) auxiliary AIMs. In the case of thenano-DMFT, each local problemi yields
a local one-particle irreducible self-energyΣii(ν) (see Sec. 2.1). Collecting each site-dependent lo-
cal self-energy, a (block-diagonal) self-energy matrix for the whole nanostructure is built, and the
Green’s function is updated by means of the Dyson equation. In the case of the nano-DΓA, each
local problemi yields instead a two-particle generalized local susceptibility χνν′ω

iiii , which is used to
extract the two-particle fully irreducible local vertexΛiiiiνν

′ω. The latter represents the input for
the self-consistent solution of the parquet equations, which yields a non-local one-particle irreducible
self-energyΣij(ν) (see Sec. 2.3.1 and 2.3.2). In the last step, a self-energy matrix for the whole
nanostructure is built, and the Green’s function is updatedby means of the Dyson equation. As a
reasonable initial guess for the nano-DΓA scheme, one may consider to use a converged nano-DMFT
calculation (denoted by the grey line closing the nano-DMFTloop in the right panel).

spin indexσ, reabsorbing it into the matrix notation. It is important tostress, that all the in-
formation about the geometry of the structure and of the leads is included in the hopping and
the hybridization matrices. In practice, this means that itis straightforward to implement even
complex nanostructures. In this respect, the input of the hopping (and of the hybridization) pa-
rameters may be provided fromab-intiocalculations, e.g. a LDA projected to Wannier orbitals
[172], allowing also realistic calculations of nanoscopicsystems and possibly a quantitative
comparison with experiments (see Sec. 2.2 for more details on how to merge many-body tech-
niques withab-initio calculations in the bulk systems).

Definition of a suitable local problem. In the Green’s function (2.55) one can easily un-
derstand that non-locality arises from the non-local fluctuations generated from the interplay
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between the purely local Hubbard interaction and the geometry of the nanostructure itself,
i.e., from the hopping channelstij between the correlated atoms (or even from higher order
hybridization processesViηkV ∗

jηk between different atoms via a lead). Note that, due to the
lack of translational invariance, it is, in general, not possible to define a local problem for the
whole nanostructure as it is usually done for the lattice problem, and one has to find an alter-
native. Here, the basic idea of nano-DΓA comes into play, i.e., one reduces the complicated
N-impurity Anderson model, defined by Hamiltonian (2.50), to a set of auxiliary AIMs. This
task is achieved by means of the relation

G−1
0i (ν) =

[{
G
}

ii
(ν)

]−1

+ Σii(ν), (2.56)

which represents essentially a real space generalization of the DMFT self-consistency condition
for the bulk case. Specifically, the Weiss fieldG0i(ν), i = 1, ..., N , is built from thei-th block
of the matrix Green’s functionG(ν) and from the corresponding local self-energyΣii(ν). Each
sitei of the nanostructure is therefore coupled to its own dynamical bathG0i(ν) that contains the
information about the environment of sitei, i.e. the rest of the nanostructure. Moreover each
local impurity problem is completely independent from the others and this allows one to restrict
oneself only to theNineq AIMs for the inequivalent atoms of the nanostructure. In themulti-
band case Eq. (2.56) becomes a matrix equation with band indexes. The procedure described
above is illustrated schematically in Fig. 2.10.

We recall that in the non-interacting case the self-energy is, obviously, zero, and therefore
the decomposition (2.56) does not imply any approximation.In the interacting case, instead, the
self-energy entering the Dyson equation (2.55) needs to be computed numerically from each of
the auxiliary AIMs with the most convenient choice for the impurity solver.

Figure 2.10: Mapping of the full problem onto a corresponding (set of) suitable local prob-
lem(s) in nano-DΓA.
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Loop in the nano-DMFT fashion. Let us start with the description of the self-consistency
loop at the nano-DMFT level, i.e. if one extracts from each ofthe auxiliary AIMs only a local
self-energyΣii(ν), i = 1, . . . , Nineq. This approximation implies that non-local correlations
within the nanostructure are neglected.

TheNineq inequivalent self-energies are then collected and a self-energy matrix in the site
(and orbital) space is defined, where the inequivalent local self-energies are assigned to the
corresponding diagonal elements (blocks), according to the symmetries of the system. In the
general case the self-energy matrix reads, hence,

Σ(ν) =








Σ11(ν) 0 · · · 0
0 Σ22(ν) · · · 0
...

...
. . .

...
0 0 · · · ΣNN (ν)







,

as shown in the left panel of Fig. 2.9. In the simplest case, where all sites are equivalent, one
would have aN×N matrix with all identical diagonal elements, and zero elsewhere.
The self-energyΣ(ν) is then plugged into the Dyson equation (2.55) in order to compute again
the Green’s function of the whole nanostructure, and the process is iterated self-consistently till
convergence.

At this level, the approximation of completely neglecting non-local spatial correlations in
nanoscopic systems, is not justified. However, before proceeding with the next approxima-
tion scheme, it is interesting to discuss some cases in whichnon-local spatial correlations are
expected become negligible

• non-interacting limit: U =0. Trivial limit because the solution of each auxiliary impu-
rity model yieldsG(ν) = G0(ν), corresponding to a identically zero self-energy.

• decoupled sites:tij → 0, if the hybridization function is diagonal in the site indexes
∆ij(ν)∝δij . This can be considered the nanoscopic counterpart of the atomic limit in the
lattice problem. Each of the site of the nanostructure is completely decoupled form the
others, i.e., the Hamiltonian is separable and each term coincides with the Hamiltonian of
the AIM.

• strong hybridization: Viηk → ∞, if each site is coupled to its own lead. The hybridiza-
tion becomes the dominating energy scale, and each site is effectively decoupled from
the rest of the nanostructure.

• large coordination: formally, z in a finite system cannot diverge, so that the limit
z → ∞ in which DMFT is exact, is not a well defined limit for the nano-DMFT. How-
ever, when the connectivity increases, non-local fluctuations are expected to become less
relevant.

Beyond this limiting cases non-local spatial correlationsmay become significant. However,
this does not meana priori that far away from the limiting cases the nano-DMFT is not reliable:
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indeed the definition of some generic validity criteria will be an important part of the testing
phase of the method.

Loop in the nano-DΓA fashion. In order to include non-local spatial correlations beyond
mean-field at the nanoscale, one needs to compute a two-particle fully irreducible local vertex
for each of the inequivalent auxiliary impurity model. Thisis done in complete analogy to
the case of the bulk DΓA (see Sec 2.3.2). TheNineq local Λνν′ω

iiii represents the input for the
parquet solver, as shown in the right panel of Fig. 2.9. The self-consistently solution of the
parquet equations inreal spaceyields the full non-local vertexF νν′ω

jklm , and the corresponding
self-energy by means of the Dyson-Schwinger equation

Σij(ν) = U
ni

2
δij − UT 2

∑

ν′ω

∑

klm

F νν′ω
jklmGli(ν

′ + ω)Gik(ν
′)Gim(ν + ω). (2.57)

With respect to the bulk DΓA, however, no coarse-graining is involved in the parquet equations,
which are solved in the full Hilbert space of the nanostructure. This means that, concerning
nano-DΓA, one does not rely on any further conceptual approximationbeyond the locality of
the two-particle fully irreducible vertex.

2.4.3 Critical discussion& relation to alternative approaches

Above we have shown how one can describe non-perturbative local and non-local corre-
lation effects at the nanoscale. However, there are severalquestion that one would need to
answer. Can DMFT provide a reasonable description of correalted nanostrucutures? In this
context, which are the physical situation where non-local fluctuations are no longer negligible,
and to what kind of physical phenomena could these give rise to? The extensive test phase of
the method will provide useful information in this direction.
A limitation which is already known is that one cannot describenon-local interactionswithin
this formalism. However, as already mentioned, the intrinsic diagrammatic nature of the method
also allows for further improvements by means of the systematic inclusion of Feynman dia-
grams, as recently suggested in the context of theab-initio DΓA [157].

Concerning related research lines, one should mention thatthe decomposition applied to the
nanostructure, in the present scheme, is just a special realization of general technique already
known in the literature, already applied to different kind of systems. In general, the idea is
suitable to the study of inhomogeneous systems, and has beenapplied to, e.g., the study of
bulk materials in the presence of two-dimensional interfaces by Potthoff and Nolting [173],
as well as to the case of LDA+DMFT calculations with locally-inequivalent atoms within the
unit cell (see, e.g., Ref. [272]). An approach for quasi one-dimensional systems, the chain
DMFT, reported by Biermannet al. [174], relied on the decomposition to replace a system
of weakly coupled (equivalent) chains by a single effectivechain, coupled to a self-consistent
bath. Another noticeable case is its application to ultracold atoms on optical lattices, using the
so-called real-space DMFT (R-DMFT), by Snoeket al. [175], where the inhomogeneity comes
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from the external, spatially dependent, trapping potential, applied to an otherwise translationally
invariant lattice. The present approach is similar to the R-DMFT, at least at the one-particle
level. The main difference being that in our case each site may also coupled to a noninteracting
bath, and a possible inhomogeneity in the system arises not due to an external potential but from
the geometry or even the chemical composition of the nanostructure itself. Recently R-DMFT
has been also applied in the contest of the two-impurity Anderson model to analyze the interplay
between indirect magnetic exchange (RKKY interaction) andKondo physics [176, 177].

The application of DMFT to nanoscopic systems, on the other hand, has been already at-
tempted following alternative ways. A nano-DMFT scheme hasbeen already proposed by
Florens [171], relying however on a specific cayley-tree geometry. Realistic calculations of
strongly correlated transition metal nanoscopic devices and of correlated adatoms on surfaces
have also been carried out. In recent works, Jacobet al. [178, 179] introduced amolecular
DMFT approach, which combines density functional theory (in the local density approxima-
tion) with many-body approaches. A contact device of3d-shell magnetic atoms is considered,
where local and non-local electronic correlations are addressed within a cluster approach. The
use of a OCA [109, 110, 111] impurity solver allows the analysis of low temperature Fano res-
onances in the transmission function for Fe, Co, and Ni devices. The interplay between orbital
degrees of freedom and the spin fluctuation responsible forthe Kondo effect was investigated
by Sureret al. [180] in a Co impurity on a Cu(111) surface. Density functional theory and a
Krylov (hybridization expansion) CT-QMC [93] allows one toaccurately take local electronic
correlations into account within the whole3d multiplet.
Complementarily, the nanoscopic extension of DMFT and DΓA introduced above is suitable to
study a large variety of systems, both for models and real materials. Moreover it also allows,
when necessary, to overcome the limitation of considering only local correlations typical of the
DMFT methods.



Chapter 3

Local and non-local correlations in
molecular systems: a test for nano-DΓA

In this chapter we apply the nanoscopic extension of DMFT andDΓA, introduced in the
last section, to quasi one-dimensional model systems. The aim is to investigate the effects of
local and non-local correlations on electronic structure and transport properties, and to test
the reliability of our method and to understand its strengths and its limitations. In this respect,
the comparison with an exact numerical solution for the systems of choice is of fundamental
importance for demonstrating the applicability of our method as a general and flexible scheme
to deal with correlated nanostructures.

As mentioned in the previous chapter, despite some attemptsto investigate correlation effects at
the nanoscale, a reliable approximation that allows to dealwith complex nanostructures made
of several coupled correlated sites is still lacking. The nanoscopic extension of DMFT and DΓA
we proposed in Sec. 2.4 is meant to fill this gap. From the practical point of view, as highlighted
in its flowchart (see Fig. 2.9), the approach can be implemented at different levels of approx-
imation: (i) the nano-DMFT, where the internal self-consistency is assured at the one-particle
level only, and non-local spatial correlations are neglected, and (ii) the nano-DΓA which is fully
self-consistent also at the two-particle level, and allowsus to restore spatial correlations beyond
DMFT. However, the applicability of DMFT and its extensionsto nanoscopic systems is not
straightforward, and its reliability isa priori not known. Hence, in the preliminary test phase,
one needs to consider simple benchmark systems in order to understand to which extent, and
under which conditions, each approximation employed is reliable.

3.1 Quasi one-dimensional molecules

In the preliminary test phase for nano-DΓA we focus on quasi one-dimensional (Q1D)
molecular structures, which represent the ideal playground for an early stage analysis. In partic-
ular we focus onbenzene(chemical formula C6H6) andcyclo-octatetraene(C8H8) molecules,
which are significant from several points of view.
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First of all, they fulfill an important requirement, crucial for a precise benchmark, i.e., the
size of the Hilbert space of such systems is low enough to allow a numerically exact solution
even in the interacting case, e.g., via ED of a low-energy effective Hamiltonian or QMC sim-
ulations. Moreover, a Q1D structure, such of those of C6H6 and C8H8, is probably one of the
most challenging cases for many-body calculations in the framework of DMFT, since non-local
spatial correlations are expected to be particularly relevant in such low-dimensional structures.
In this sense, the existence of an exact benchmark allows fora quantitative analysis of the
performance of both the nano-DMFT and nano-DΓA approximations.

At the same time, monocyclic hydrocarbons (also knows anannulenes), as well as more
complex molecular structures, still raise both experimental and theoretical interests, as the de-
localizedπ electrons play a role analogous to that of the conduction band in convenstional
semiconductors. For instance, it is well known that electronic transport through benzene is
peculiar due to quantum interference (QI) effects [181, 182], which are also significant in the
presence of a magnetic field, giving rise to the Aharonov-Bohm effect [183, 184]. However it
is also believed that strong electronic correlations modify quantitatively transport properties in
the benzene molecule [185]. Recently it has also been shown that a benzene molecule contacted
to metallic electrodes behaves as a single molecule transistor device [186, 187], with possibly
huge impact on technological applications in the directionof, e.g., QI-controlled molecular
electronics [188]. Another interesting feature that makesbenzene somehow ‘‘special’’ with re-
spect to cyclo-octatetraene, for instance, is its aromaticnature (see below), where a resonating
valence bond (RVB) physics is also possibly playing a role [189].

As this chapter will be entirely devoted to the discussion ofthese two-systems within the
nano-DΓA, in the following a brief description of them, as well as forthe corresponding model
Hamiltonian, is provided, while in Sec. 3.2 the numerical results are presented.

A brief introduction. Both benzene and cyclo-octatetraene are conjugated molecular systems,
but as we will see their chemical nature is quite different.

Thebenzenemolecule is an aromatic hydrocarbon with molecular for-
mula C6H6. It is nowadays understood that the tetravalent carbon atoms
(configuration: [He]1s22s22p2) are arranged at the vertices of a hexago-
nal planar ring. However, since its discovery the chemical structure of the
molecule was greatly debated. Early theoretical investigations resulted in
several prediction, and led eventually to the Kekulé formula [190, 191],
where carbon atoms forms alternating single and double bonds with the nearest neighbors. This
hypothesis was experimentally contradicted, as X-ray diffraction patterns show that all carbon-
carbon bonds have the same length of1.40 Å, intermediate between the single (1.35 Å) and
double (1.47 Å) bond-length. Moreover, chemical analysis reveals that all hydrogen atoms have
the same reactivity. Valence bond theory can not account forall the properties of the molecule,
and the benzene structure is instead understood in terms of aresonance hybridbetween two
possible Kekulé structures. This property is also known as aromaticity and, according to the
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Figure 3.1: Hybridization mechanism in C atoms. An electron in excited from the closed2s shell to
one of the degenerateps, allowingsp hybridization between thes and the remainingp orbitals.

Hückel’s rule [192], is predicted to manifest in structureswith a number ofπ electrons equal
to 4n + 2, with n being a non-negative integer. The latter follows from general consideration
on basic chemical principles and can be explained in the framework of molecular orbital (MO)
theory. In order to fulfill the octet rule (i.e., to reach a more stable configuration with a closed
outer shell), carbon must use all the 4 electrons of its outershell when bonding to other atoms.
However, only unpaired electrons can bond, and carbon has a close2s atomic orbital (AO).
Since in carbon the gap between2s and2p AOs is fairy small compared to the binding energy
of the C-C or the C-H chemical bond, it is energetically favorable for the carbon atoms to pro-
mote an electron from the2s to an unoccupied2p AO, because the excitation energy will be
compensated in the formation of the molecule. The process leads to the hybridization of2swith
2px and2py AOs, and their linear combination (LCAO) results into threedegeneratesp2 MOs
(the mechanism is shown in Fig. 3.1). Thesp2 MOs are arranged, according to valence shell
electron pair repulsion (VSEPR) theory [193], in a trigonalplanar configuration, which allows
them to be as far apart as possible form each other, and give rise toσ bonds with the hydrogen
s and the nearest neighbor carbon atomssp2 orbitals. The remaining2pz AO of each carbon
is directed perpendicularly to thesp2 plane and tends to formπ bonds with the other carbons’
2pz AOs. Whileσ bonds are strong andσ electrons localized around the nuclei,π electrons are
relatively mobile. This lead to the formation of aπ electron cloud and to charge delocalization
into a bonding MO shared among all carbon atoms of the benzenering. This scenario is consis-
tent with the unusual stability of the benzene molecule, andits tendency to favors substitution
reaction of hydrogen atoms with other functional groups against addiction reactions, as well as
with the other previously discussed properties.

On the other hand, thecyclo-octatetraene, or COT, is an annulene
with chemical formula C8H8. Because of its stoichiometric similarities to
benzene, also the structure of COT raised some controversy.However,
unlike benzene, this molecule is not aromatic and is characterized byfixed
alternating single and double C-C bonds, which determine its non-planartub conformation. In
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this case it is also worth stressing that a change in the valency of the molecule may have strong
effects both on the spatial arrangement of the carbon atoms and on its electronic structure. For
instance COT can react with potassium (K) to form a salt, K2COT, containing the dianion
COT2− which has ten electrons and fulfills the Hückel’s rule. As a consequence it acquires a
planar structure and becomes aromatic.

A model Hamiltonian for π electrons. In chemistry, the Hückel method [194, 195, 196, 197]
and its extension [198] are commonly used to predict the energy level (and the corresponding
degeneracy) of MOs ofπ electrons in conjugated hydrocarbon systems (like ethene,benzene,
or even graphite and carbon nanotubes). An effective electronic model for organic molecules
can be derived performing electronic structure calculations restricting to theπ orbitals [199], or
according to theπ-electrons effective field theory (π-EFT) by Barret al. [200]). This follows
from the observation that the main physical processes in thesystem are determined by the
characteristic length (or equivalently, energy or time) scale set by the strength of theπ bonds,
and therefore, one expect that the only relevant degrees of freedom are those characterized by
scale comparable to those.

Hence, both systems can be described by effective Hamiltonians forπ electrons of the form
introduced in the context of nano-DΓA, that we report below for the sake of convenience
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Herec†iσ (ciσ) has to be interpreted as the creation (annihilation) operator of an electron with
spinσ in the2pz Wannier orbital centered at the carbon atom. Here,µ denotes the equilibrium
chemical potential, possibly including the effect of a gatevoltageVG. The Hubbard interaction
U , taking into account the (local) Coulomb repulsion betweentheπ electrons, could depend
on the site indexi, e.g., if the system is made of atoms of different species. However, here we
will only consider cases in which the nanostructure is made of equivalent carbon atoms. The
operatorsl†ηkσ (lηkσ) describes fermionic degrees of freedom of a non-interacting environment
hybridized with the carbon atoms.

Though Hamiltonian (3.1) is physically sensible to describe annulenes structures, one has
still some degrees of freedom, e.g., the choice of the hopping and hybridization structure. In the
following we discuss explicitly the configurations that will be considered in the present work
(see Figs. 3.2 and 3.3), keeping in mind that the main aim, at this stage, is not focused on real-
istic simulations but rather to test the reliability of the nanoscopic extension of DΓA on model
structures.

• Hopping structure: for both the benzene and COT molecules we consider the hopping
configuration where hopping processes are restricted to nearest neighbor sites only (‘‘NN t’’ in
the following) with amplitudet, which sets the unit of energy.
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Figure 3.2: Schematic representation of the Q1D planar molecules considered for the numerical calcu-
lations and tests in this chapter. The connectivity within the nanostructure is determined by hopping
channelst (between nearest neighbors),t′ and t′′ (longer range), and optionally each site can be
connected to a metallic lead via an hybridization channelV . The Coulomb interaction betweenπ-
electrons is taken into account by an on-site Hubbard repulsion U .

In the case of the COT, the presence of single and double covalent bonds (and consequently its
non-planar structure) would result in a slightly differentoverlap of AOs (i.e., hopping ampli-
tudes). For the sake of simplicity we neglect this effect considering instead a planar structure
where the carbon atoms occupy the vertices of a regular octahedra, as would be the case, e.g.,
for the COT2− mentioned above.1

Moreover, it is also interesting to consider what happens inother hopping configurations, i.e.,
when non-zero longer range hopping parameters are introduced, as this is related to the con-
nectivity within the nanostructure. In the following we will consider the hopping configura-
tion where electrons can hop to any other site of the ring withthe samehopping amplitudet
(‘‘ all t ’’). Obviously, as the hopping amplitude is a measure of the overlap of orbitals belonging
to neighboring atoms, the hopping amplitude is in general a decreasing function of the inter-site
distance. However, from a purely mathematical point of view, this case is also of interest, and
can be considered as the analog (on a finite system) of afully connectedlattice model.2 In
this sense, increasing the number of nearest neighbors is equivalent to increasing the dimen-
sionality of the system: e.g., one can show that a Q1D benzenering with hopping amplitudes
t′ = t andt′′ = 0 (‘‘ ttp‘‘), corresponding to connectivityz = 4, is topologically equivalent to a
3-dimensional octahedra with nearest neighbor hoppingt, also corresponding toz=4 (and re-
sulting in the same spectral function, as shown in Fig. 3.4).Analogously, theall t configuration
can be mapped into a structure in a5-dimensional space.

1It is interesting to notice that, in the context of realisticLDA+DMFT calculations, one would probably need
a fully self-consistent scheme for this system: indeed, thechange of orbital occupation and the fulfillment of the
Hückel’s rule, lead to a relaxation of the molecular structure and to the consequent change of the orbital overlap.

2e.g., the fully connected (z=∞) Ising model, is often chosen as a valuable example to show that thesaddle
point methodfor the evaluation of the path integral of the partition function (mean-field approximation) leads to
the exact solution [201, 202, 203].
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Figure 3.3: Spectral functionA0(ν,Γ) of the non-interacting benzene and COT molecules, for two
values of the hybridizationΓ = 2πρV 2, and different hopping topologies, as described in the text.
The portion of the occupied spectrum (atT =0) is denoted by color filling. In the case of the isolated
molecule (Γ=0) the relative height of the peaks reflects the respective degeneracy, and the width of
theδ-like peaks is determined by a tiny artificial broadening. The insets show the corresponding MO
picture of the isolated rings (the dashed red line marks the Fermi energy).

Figure 3.4: Spectral functionA0(ν,Γ=0) of the non-interacting Q1D benzene ring in thettp hopping
configuration and of the3-dimensional octahedra in theNN t one. In both casez=4 and all sites are
equivalent. The insets show the corresponding MO picture ofthe isolated rings (the dashed red line
marks the Fermi energy).
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It is worth to make few remarks concerning the non-interacting (U = 0) and isolated (V = 0)
benzene and COT rings. Due to their finite size, they displaya discrete energy spectrum, given
by the eigenstates of a tight-binding Hamiltonian. In theNN t case, the spectrum is also
particle-hole symmetric (with the conventional choice forthe chemical potentialµ = 0) and
both molecules are half-filled, with on average one electron per carbon atom〈n〉=1. However,
the most important difference between (uncorrelated) benzene and COT molecules, is that the
former is insulating with a gap∆=2t between the highest occupied molecular orbital (HOMO)
and the lowest unoccupied molecular orbital (LUMO), while the latter presents a doubly degen-
erate peak exactly at the Fermi energy. In theall t case that we will consider for the benzene, the
spectrum is no longer particle-hole symmetric, and the molecule has just a single level below
the Fermi energy, corresponding to a filling of〈n〉=1/3 (atT =0) and a five-fold degenerate
unoccupied state aboveǫF .

• Hybridization: in the following we will consider paramagnetic metallic leads, described
by a flat, featureless, and symmetric DOSρ= 1/2D, where we choose the half-bandwidth to
beD = 2t. The assumption is quite reasonable, yet in principle, depending on the functional
form of ǫηkσ, the formalism can be extended to a generic DOS, including the possibility to
consider also insulating, (anti-)ferromagnetic (of greatinterest in the framework ofspintronic
devices [204, 205]) and superconducting leads. On the otherhand, if one aims at a quantitative
prediction of (or to a comparison with experimentally measured) physical quantities, then a
realistic description of the leads’ electronic structure is mandatory [200].
Moreover, for the sake of simplicity, and to deal (at the beginning) with systems in which all
sites are fully equivalent, we consider each site to be contacted to its own lead, so that the
hybridization matrix has the diagonal formViηk=V δiη, and it is independent onk.
The hybridization can also be treated exactly, tracing out the fermionic degrees of freedom of
the leads, and yielding the so-called leads’ self-energy, compare also with the corresponding
expression (3.2), which reads

Σij(ν) = V 2
∑

ηk

1

ν − ǫηk
δijδηi. (3.2)

which corrects theπ-electrons propagator: ReΣ(ν) is an energy shifts of the eigenstates and is
zero in the limitD≫ t, while ImΣ(ν) = πρV 2 ≡ Γ/2 gives a Lorentzian broadening of the
peaks, due to scattering processes with electrons in the conduction band of the lead(s). The
effect of the hybridization on the non-interacting spectral functions of the benzene and COT
molecules is shown in Fig. 3.3, in the hopping topologies that will be discussed in the follow-
ing.

• Interaction: we consider only the local contributionU of the Coulomb repulsion between
π electrons. Although it is known that non-local contributions are nota priori negligible at the
typical bonding inter-atomic distances, it has been suggested [200] to be a reasonable approxi-
mations inπ conjugated molecules (for a related discussion, and a possible strategy for includ-
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ing non-local interaction terms see Ref. [200] and references therein). However, the task of
determiningab-initio the value of the screened interaction in molecular junctions is, obviously,
not trivial. A possibility would be to include it as a fittingparameter in order to reproduce
fundamental quantities from experiments. However, in the followingU will be considered as a
parameter to be varied in order to analyze the role of electronic correlations in different regimes.

3.2 nano-DMFT approximation level: results

In the following we present our calculations at the one-particle approximation level (nano-
DMFT). The main goal of this section is to understand if, and in which parameter regime, a
DMFT approach is appropriate. Therefore, we report here calculations for local and non-local
quantities sush as: site-dependent densities, double occupation, spectral function, self-energy
and zero-bias conductance, we extensively compare the results to a numerically exact solution.

The impurity solver. Before starting the detailed discussion of our results, information about
the algorithm used for solving the local problem (i.e., the single.site AIM) should be given. As
already pointed out in Sec. 2.4, our scheme isindependentof the impurity solver, and one has
the freedom of choosing alternative numerical methods to solve the auxiliary AIMs, depending
on the quantity and/or the parameter regime of interest.

Specifically, most of the numerical results presented in the following sections are obtained
using a Hirsch-Fye (HF-QMC) algorithm [103] as impurity solver for both the nano-DMFT and
the exact solution. Our choice of the impurity solver was aimed at mapping complex, possibly
realistic, nanostructures, including also orbital degrees of freedom. Moreover, the availability
of a HF-QMC for the exact solution3 motivated us to employ the same algorithm also for solving
the impurity problem in the nano-DMFT/DΓA approximations in order to have a quantitative
comparison to the exact solution in a extremely controlled way.
This choice, however, restricts us to rather higher temperature with respect to the typical Kondo
scale which may be expected in such systems. Hence, for future applications of the method,
CT-QMC [93] will be adopted as an impurity solver (see the outlook, Sec. 3.5) allowing for an
investigation of the low-temperature regime.

On the other hand, as far as the evaluation of two-particle quantities are concerned, an ED
impurity solver revealed to be a better choice to properly treat the high-frequency asymptotic
behavior of the vertex functions (cf. with Sec 3.4), yet thisis also possible within state-of-the-
art QMC solvers [112, 162, 163].

3Note that the isolated benzene of COT molecules can be solvedexactly also by the direct diagonalization of
the corresponding Hamiltonian. However, if infinitely-extended bulk leads are connected to the nanostructure, the
diagonalization becomes unfeasible, while the system can still be treated within a QMC technique.
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3.2.1 Benzene molecule

The following results have been partially published in the APS Journals ‘‘Physical Review Let-
ters’’: PRL 104, 073101 (2010) [206] and ‘‘Physical Review B’’: PRB86, 115418 (2012)
[207].

We consider the model for the benzene molecule described above (left panel of Fig. 3.2) in the
presence of an Hubbard interactionU = 5t, which is larger than the benzene gap∆ = 2t, and
may be representative of systems with poor screening (see, e.g., [208] and references therein).

Electronic structure. A general overview on the local physics of the system can be obtained
considering theon-site spectral function at the Fermi energy, which can be estimated [121]
directly from the local Green’s QMC function atτ=β/2 as

A(0) =

∫

dνA(ν) cosh−1(ν/2T ) ≈ −βG(β/2), (3.3)

where the relation on the r.h.s. becomes exact in the limit ofβ → ∞ (T = 0). At finite T

the hyperbolic function weighting the spectrumA(ν) is pinned aroundν = 0 (ǫ= ǫF), and cor-
responds to averaging the spectrum over a frequency window of the order of the temperature
T around the Fermi energy. The obvious advantage of using Eq. (3.3) is that one can extract
this information directly from the QMC data, without the need of an analytic continuation. In
Fig. 3.5 we compare our results for the on-site spectral function (left panel) and the site den-
sity and double occupation (right panel) between the nano-DMFT and the corresponding exact
solution. We show the behavior of those local quantities as afunction of the ratio between the
hybridization strengthV and the absolute value of the hopping amplitudet. Looking at theNN t
topology, i.e., with hopping processes only involving nearest neighbor sites, one immediately
observes that the agreement between the exact solution and nano-DMFT is very good when the
hybridizationV is large. This is understood considering that, in the limitV →∞, the hybridiza-
tion becomes the dominating energy scale: each atom forms a bound state with its own lead
and hopping processes within the benzene ring are not energetically favorable anymore. Hence,
each site is characterized by a local dynamics, and non-local correlations become negligible.
For the same reasons, one expects the opposite (molecular) limit Γ=0, or equivalentlyV/t=0,
in which the benzene ring is isolated, to be the most difficult for nano-DMFT, and non-local
correlations to be important. In fact, this seems to be the case: while the exact solution correctly
predicts the benzene ring to be insulating, the nano-DMFT results show instead a small butfi-
nite spectral weight at the Fermi energy (cf. left panel of Fig. 3.5). Though thequantitative
difference is not too large, the result shows that nano-DMFTsuggests aqualitativedifferent
picture. Another indication that the nano-DMFT approximation breaks down at some value of
V/t in the weak-hybridization limit, can be found in the behavior of the double occupation
(main panel, right). In theNN t case, while nano-DMFT correctly reproduces the occupation
and the system is half-filled on the whole hybridization range (inset), the double occupation
are overestimated with respect to the exact solution in the weak-hybridization limit. In fact,
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Figure 3.5: On-site spectral functionA(0) (left panel), site densities〈n〉, and double occupations〈d〉
(right panel) as a function ofV/t for the benzene ring. Note that all the sites are equivalent due to
symmetry. The nano-DMFT results (lines) are compared to theexact solution (symbols) atU = 5t
andT =0.05t, for bothNN t andall t hopping configurations. Adapted after Ref. [207].

both the suppression of the spectral weight at the Fermi energy and of the double occupations
in the exact solution are determined by non-local spatial correlations, which are missing at the
nano-DMFT approximation level.

In light of the previous results, it is interesting to discuss the role of an enhancement of the
connectivity, which, in a lattice model would lead to an improvement of the DMFT description
of the system. This situation is realized in the benzene molecule for theall t case, in which
hopping processes to all other sites of the molecule are allowed with the same hopping ampli-
tudet, so that each site has effectively no longer two, but five nearest neighbors. Though not
fully realistic, this situation is of theoretical interest, as far as the validation of our approxima-
tion schemes is concerned. The inclusion of longer range hopping has the additional effect of
breaking the particle-hole symmetry of the molecule: in theisolated, non-interacting case, the
system isawayfrom half-filling for µ=0, while in the non-interacting case, the site-occupation
is only 〈n〉=1/3 (atT =0). In contrast, at the value ofU=5t there is a strong redistribution of
spectral weight and atµ=0 is almost half-filling. The deviation from half-filling isof the order
of some percent, the actual value depending on the hybridization strength (as it can be observed
in the inset of the right panel in Fig. 3.5). More noticeably,in theall t topology no substantial
difference between DMFT and exact solution can be found inA(0), as well as in the single and
double occupations, even in the intermediate regionV ≃ t, where deviation were already visi-
ble in theNN t configuration. In this case, however, no exact QMC solutionis available below
the threshold ofV ∼0.8t due to the well-known fermionic sign-problem. Therefore, we cannot
check the molecular limit for theall t topology (at this value of U at least) with such an impurity
solver. Nevertheless, the Hamiltonian of the isolated molecule can still be solved by an exact
diagonalization of the local Hamiltonian. This exact diagonalization predicts an insulating state
also for theall t topology, while the nano-DMFT solution is metallic and overestimates double
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occupation. This means that, despite the enhanced connectivity, non-local fluctuation become
relevant at low enough hybridization, and the completely local approximation will eventually
break down. Moreover, a comparison of the curves in the rightpanel of Fig. 3.5 shows that,
while theall t hopping structure drives the system slightly away from half-filling, the value of
〈d〉 in theall t configuration isalwayssmaller that in theNN t one, in the whole hybridization
range. This suggests that the enhanced connectivity does not weaken (substantially) local elec-
tronic correlations, yet it washes away the non-local ones,resulting in a improved agreement
between nano-DMFT and the exact solution.

Analysis of the self-energy. A deeper understanding of the origin of the observed agreement
between the nano-DMFT and the exact solution is provided by the analysis of the respective
self-energies for both hopping topologies. As before, let us begin discussing theNN t case first,
referring to Fig. 3.6, where we plot the correspondingself-energy in Matsubara representa-
tion. In panels (a), (b), and (c) the imaginary part of the local self-energy (the real part is zero
due to particle-hole symmetry, having subtracted the Hartree term), while in panels (c), (d), and
(e) the non-local contribution to the self-energy are shownfor different values ofV/ts shown.

One can see that nano-DMFT nicely captures the local physics, accurately reproducing the
exact self-energy at low (Matsubara) frequencies and thus providing a reliable estimate for the
quasi-particle residue

Z =
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m∗
=

(

1− ∂ImΣ(ıνn)

∂νn

∣
∣
∣
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νn→0+

)−1

, (3.4)

wherem∗ is the effective mass, renormalized by the interaction. On the other hand the scatter-
ing rate is exponentially suppressed, due to the lack of excitation of the non-interacting benzene
molecule, which is insulating (cf. Fig. 3.3). A different behavior is expected when the underly-
ing spectrum is metallic, e.g., in the case of the COT molecule (see Sec. 3.2.2).
However, the slope of the local self-energy around zero frequency is evidently not enough to

capture the full picture, and non-local elements of the self-energy are, in general, non-negligible
with respect to the local ones. While non-local correlations are quickly suppressed with increas-
ing hybridization (while the local ones remain sizable), thus providing a confirmation of the
genuine agreement between nano-DMFT and the exact solutionobserved in Fig. 3.5, they play
a pivotal role in the weak-hybridization regime.
This becomes clear analyzing more carefully the molecular limit V =0. As already mentioned,
in the non-interacting caseU = 0, the isolated, half-filled, benzene molecule is a trivial band
insulator, with a gap∆ = 2t ≫ T given by the energy difference between the HOMO and
LUMO. At finite U the situation is more complicated. While the estimate ofA(0) (main panel
of Fig. 3.5) in nano-DMFT is finite, though small, and corresponds to a semi-metallic behavior,
the exact solution still predicts an insulating behavior. This imply that the restoration of the
low-energy gap, with respect to the nano-DMFT, is due to large non-local contributions of the
self-energy, as shown in panels (d), (e) and (f) of Fig. 3.6.

A better understanding of the suppression of the low-energyspectral weight in the isolated
benzene molecule can be obtained by performing theanalytic continuation of the Matsubara
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Figure 3.6: Self-energy in Matsubara representation for the benzene ring in theNN t topology atU=5t
andT =0.05t. In panels (a), (b), and (c) we show the evolution withV/t of the imaginary part of the
local self-energy, comparing nano-DMFT (dashed lines) with the exact solution (symbols). Note that
the real part is always identically zero due to the particle-hole symmetry at half-filling. In panels (d),
(e), and (f) we show the non-local self-energies for nearest-neighbors (i,i+1), next-nearest neighbors
(i,i + 2), and next-next-nearest neighbors (i,i + 3), respectively, obtained with the exact solution.
All other non-local components of the self-energy are either identical to the ones shown here (since
all sites are equivalent) or zero due to particle-hole symmetry. Also note thatΣi 6=j is, obviously,
identically zero in nano-DMFT. Adapted after Ref. [207].
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self-energy to the real axis, which whe show in Fig. 3.7 for the critical case of the isolated (v=0)
benzene ring. The analytic continuation has been performedby means of a Padè interpolation
of the QMC data4 which allows to obtain both local and non-local (which are finite only within
the exact solution) contributions of the self-energy.

Concerning the local self-energy (left panels), we can interpret the data in terms of aFermi
liquid (FL) expansionaround the Fermi energy [90], yielding

Σii(ν) ∼ −αν + ıγ(π2T 2 + ν2) +O(ν3), (3.5)

where the coefficientsα andγ control the quasi-particlemass renormalizationand thescatter-
ing rate, respectively. The Fermi liquid expansion (3.5) is justified provided: i) quasi-particle
excitations have a finite effective mass near the Fermi level, and ii) the damping of the quasi-
particle is much smaller than the typical quasi-particle energy, i.e.,γ≪|ν|, T . While one may
be doubtful that those condition are fulfilled in the presence of a strong Hubbard interaction,
one realizes that the nano-DMFT and the exact local self-energy, shown in the lower and the
upper left panels of Fig. 3.7 respectively, look indeed FL-like, with a negative slope around
ν=0 (α>0) and a negative and tiny damping factorγ<0. In general, the non-local self-energy
is non-trivial function, and the corresponding expansion is complicated. Yet, observing the
analytic continuation, shown in the right panels of Fig. 3.7, we may still extract useful informa-
tion. One can notice that, due to the particle-hole symmetry, the (local and the) non-local terms
of the self-energyΣij(ν) display an alternating even/odd symmetry with respect toν for the
real/imaginary part, depending on the couple of indexesi andj. In particular, around the Fermi
energy, the nearest-neighbor contributionΣii+1(ν) is characterized by a large static contribu-
tion ReΣii+1(ν = 0)∼ t, while the imaginary part is at leastO(ν). Similar observations also
hold for the other self-energy contributions. Hence, to a first approximation, the most important
effect of the non-local self-energy consist in a renormalization of the bare hopping amplitude:
t→ t+ReΣii+1(ν=0). As those terms have the same sign, the overall effect is an enhancement
of the effective hopping, which determines a further suppression of the spectral weight at the
Fermi energy of the benzene ring in the presence of non-localcorrelations.

This mechanism is more easily conceived by briefly considering the case of a two-site system
at half-filling, connected by an hoopingt, for which the local spectral function around he Fermi
energy can be written as

A(ν ∼ 0) ∼ 1

π

γ(π2T 2 + ν2)
[
ν + αν − ıγ(π2T 2 + ν2)

]2 − (t + ξ)2
, (3.6)

where we used the brief notationξ = ReΣii+1(ν = 0). In the non-interacting case (α, γ, ξ = 0)
the excitation spectra of the two-site system consists of two peaks, separated by a charge gap

4Particular care is needed as the QMC data are affected by statistical fluctuations, and may cause the Pade
interpolation to yield non-analytic functions on the real frequency axis. While extremely accurate QMC data would
be needed to obtain a physically sensible spectral functionvia analytic continuation, we expect the qualitative
features of the self-energy discussed here to remain valid.
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∆=2t, so that its low-energy behavior resembles the one of the benzene molecule. The spectral
function (3.6) shows that, even in case of a tiny quasi-particle dumping factorγ, the spectral
weight at the Fermi energy can still be suppressed by large non-local correlations (cf. also with
the spectral function in the left panel of Fig. 3.10 and the related discussion).

Another confirmation of our interpretation, comes also from the analysis of the self-energy in
theall t configuration, shown in Fig. 3.8. In the upper panels we showthe comparison between
the nano-DMFT and the exact local self-energy atV/t=1, i.e. very close to the lowest value
of V/t accessible to the exact solution, the both imaginary part (and hence the quasi-particle
residue) and the real part (and hence the filling) are accurately reproduced. Moreover, due to the
higher connectivity with respect to theNN t hopping configuration, any non-local contribution
of the self-energy is completely negligible with respect tothe local ones, i.e., almost two order
of magnitude smaller (and therefore not shown). In particular this happens also to the nearest
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Figure 3.8: Local self-energy in Matsubara representation for the benzene ring in theall t topology at
U = 5t andT = 0.05t. comparing between DMFT (lines) and exact solution (symbols) at different
V/t. AboveV/t∼ 0.8, the exact local self-energy is accurately reproduced by nano-DMFT, while
non-local contributions are negligible with respect to thelocal ones (not shown). Below this threshold,
no exact QMC solution is available, but the evolution of the nano-DMFT self-energy shows that the
system becomes more correlated. Adapted after Ref. [207].

neighbor self-energy at low-frequency,5 in contrast to theNN t case. If one defines the ratio

ςij :=
Σij(νn=πT )

max
n

{
ImΣii(ıνn)

} , (3.7)

then forV/t=1 one findsςall t
ii+1 ≈ 0.01 andςNN t

ii+1 ≈ 0.32, where the latter values corresponds to
the self-energy in panel (d) of Fig. 3.6).
Due to the sign-problem in the exact solution, we can study the evolution of the self-energy to-
ward the molecular limit only within nano-DMFT. The resultsshows that the system becomes
more correlated (γ increases) upon decreasingV/t, and that most likely also non-local correla-
tions eventually arise. This also explains why, in the limitV/t→0, nano-DMFT overestimates
A(0), in contrast with the exact ED value ofA(0)=0, as shown in the left panel of Fig. 3.5.

5Note that, instead, the asymptotic value ofΣi6=j(ıνn→∞) → 0 in all cases, as the only constant contribution
is the Hartree term, which is purely local in the Hubbard model (local interaction).
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Spectral function: analytic continuation of the QMC data. In order to have a better picture
of the behavior of the system, not limited to the Fermi level,in Fig. 3.9 we show the evolution
with V/t of theone-particle spectral functionA(ν) = − 1

π
ImGr(ν).

The spectra are obtained via analytic continuation on the real axis of the DMFT(QMC) data
using a Padè interpolation and/or a Maximum Entropy method (MEM) [101]. A qualitative
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π ImGr(ν) for the benzene ring atU=5t andT =
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configurations. The analytic continuation of the nano-DMFT(QMC) data has been performed with
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understanding of the effect of electronic correlations is already provided by a comparison to the
non-interacting ones of the benzene molecule for bothNN t andall t hopping configurations,
shown in the left panels of Fig. 3.3 (whereΓ/t∼0.4 corresponds toV/t=0.5).

In theNN t topology,A(ν) shares some similarities with the non-interacting spectrum: at
V =0 (upper left panel of Fig. 3.9) the MEM predict two broad low-energy structures symmet-
ric with respect of the Fermi energy, due of the particle-hole symmetry, while the Padè method
resolves each structure into two peaks (see left inset) The overall effect of the interaction is
to shrink the low-energy structure toward the Fermi energy, and the gap is filled with some
spectral weight: a real filling in the Padè spectrum and a spurious tiny peak in the ME one (see
right inset). At the same time, more structure appears at an energy scale comparable withU ,
which is identified with the lower and and the upper Hubbard bands. The coupling to the leads
additionally contributes to the broadening of the spectrum, leading to a semi-metallic behavior.
The redistribution of the spectral weight due to the interaction is instead more drastic in the
all t topology. Already in the molecular limit (V =0), nano-DMFT predicts a metallic solution,
which is in contradiction with the results of the exact diagonalization (cf. with the discussion
of the left panel of Fig. 3.5). At finiteV/t (middle and lower panels of Fig. 3.9), the hybridiza-
tion to the leads favors the emergence of a resonance at the Fermi energy, which is a genuine
many-body effect, arising from the interplay betweenU andV , and it would not exist in the
absence of electronic correlations (cf. with the lower leftpanel of Fig. 3.3). At the same time,
the hybridization induces an additional quasi-particle damping factorΓ/2=πρV 2, which also
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correlations matter. Right panel:all t hopping configuration atV/t = 1, the system is dominated by
local effects.
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controls the width of the resonant peak. Hence, toward the limit in which the hybridization
becomes the dominating energy scale, the spectral weight becomes more and more incoherent
in both hopping configurations, and tend to lose almost all low-energy features.

The comparison between nano-DMFT and the exact solution canbe performed also at the
level of the one-particle spectral function. However, accumulating statistics to perform an
analytic continuation of the exact QMC solution with the MEMis computationally quite costly,
already for the case of the benzene molecule, while the Padè interpolation yields non-analytic
spectra due to difficulties in the interpolation process (originating from the statistical fluctuation
of the QMC data) for the non-local self-energiesΣij(ıνn) for |i− j| > 1.
Hence, we restricted to the comparison of the following two representative cases, one for each
hopping configuration: (i) the molecular limit of the benzene molecule in theNN tconfiguration,
and (ii) theall t configuration forV/t=1, i.e. at the lowest possible value of the hybridization
for which the fermionic sign in the exact QMC solution is still close to one. Both the analytic
continuation of the nano-DMFT(QMC) and exact QMC solution are obtained by means of
MEM; for the isolated ring we provide, in addition, the one-particle spectral function obtained
by ED of the Hamiltonian; the results are compared in Fig. 3.10. In theNN t case (left panel),
we can see that nano-DMFT completely fails to describe the low-energy physics, predicting a
small yet finite spectral weight (or a tiny peak in the MEM, compare also with the r.h.s inset
of the upper left panle of Fig. 3.5), while both the QMC and ED exact solution remarkably
yield the same amplitude for the gap:∆ ∼ 2.5 eV. In theall t case (right panel), where non-
local spatial correlations are negligible, nano-DMFT not only predicts the correct low-energy
physics, but it quantitatively reproduces the excitation spectra in the whole energy range.

Quantum transport in benzene junctions. Another interesting issue is the study of elec-
tronic transport in molecular junctions. As already mentioned, one expects QI to play an im-
portant role in ring structures, and it reflects itself in the presence ofantiresonancesin the
transmission function. This interesting phenomenon has been addressed by several authors, yet
neglecting electronic correlations [181, 182]. The reasonfor this is that QI seems to be mainly
connected to the molecular topology. [182] As a consequence, the main qualitative features
connected to QI are captured already by tight-binding, of Hartree-Fock kind of calculations.
However, the importance of non-perturbative electronic correlations, and of their interplay with
QI, in determining the transport properties of nanoscopic structures is well known, and has been
the subject of intensive investigation [185, 209, 210, 211]. Moreover, the Coulomb interaction
plays a pivotal role in the study of both equilibrium and non-equilibrium transport for molecules
and atomic contacts in the Kondo regime [212, 213, 214, 215].

In the following we will study equilibrium conductance in benzene junctions, and we will
see that QI effects are clearly visible even in the non-interacting limit U = 0, while, in the
presence of an on-site interaction, effects of local (and non-local) electronic correlations become
important, in particular in the weak-hybridization regimeΓ≪ t.

As it has been shown in Sec. 1.3.2 theelectronic conductanceG(ǫ) = e2/hT (ǫ) through
a nanostructure can be expressed in terms of thetransmission coefficient, obtained from the
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retarded and advanced Green’s function of the interacting region. For the sake of clarity, we
report here the corresponding formula, obtained neglecting vertex corrections

T (ǫ) = tr[Γ̂L(ǫ)Ĝ
a(ǫ)Γ̂R(ǫ)Ĝ

r(ǫ)]. (1.82)

In the expression above, both the Green’s functionsĜr,a and the scattering amplitudêΓL,R

are matrices in the sites indexes of the nanostructure. In this respect, further clarification is
mandatory. In the literature the conductance through a benzene ring is usually calculated in the
configuration where the molecule bridges two leadsonly. Depending whether the leads are con-
nected to the nearest, next-nearest, or next-next-nearest(i.e. opposite) neighboring-sites of the
benzene ring, those configuration are labeled asortho-, meta-, andpara-positions, respectively
[181].
The realization of those configurations in the nanostructure we are considering is indeed pos-
sible, yet it breaks the symmetry of the structure, i.e. one will have two or three inequivalent
sites, depending on the position of the leads. Hence, we decided to avoid this additional compli-
cation, and we considered a configuration in which each siteof the benzene ring is equivalently
coupled to its own lead with identical, energy independent,scattering amplitudesΓ = 2πρV 2.
Even in this configuration, however, one can define and calculate atwo-terminalconductance
between sitesL andR using the following form for thescattering matrices:

{
Γ̂L

}

ij
= 2πρV 2δLiδjL, (3.8a)

{
Γ̂R

}

ij
= 2πρV 2δRiδjR, (3.8b)

where, in practice, the only non-zero element is located on the main diagonal, in the position
corresponding to siteL or R. Hence, when computing the conductance between aL and aR
terminal, the form (3.8) for the scattering matrices impliesΓ=ΓL =ΓR and one can show that
Eq. (1.82) simplifies to

T (ǫ) =
∑

σ

Γ|Gr
σLR(ǫ)|2Γ. (3.9)

Obviously, in the configuration we consider, the Green’s function will still contain the informa-
tion thateachsite is contacted to its own lead. Despite this does not have adramatic effect on
the conductance in the limitΓ≪ t, it is certainly of importance in the intermediate-to-strong-
hybridization regime6 or if one aims to a realistic description of transport properties of the
system under analysis.
With thecaveatthat the Green’s function is anyway modifed by the presence of additional leads

6This statement is based on the comparison the conductance asa function of the gate voltageVG (for more
detail see Sec. 3.2.3) in the leads’ configuration discussed so far, and the one in which only two sites of the
ring are connected to the leads. In the latter configurationthe translational symmetry is explicitly broken by
the inhomogeneous coupling of the molecule to the leads, andthe atoms constituting the molecule are no longer
equivalent (Nineq = 3, 4, 2 in the case ofortho-, meta-, andpara-positions of the leads, respectively). As one
expects, we have found that the simultaneous presence of sixleads, instead of two only, yields a suppression of
the conductance of the order ofO(Γ/t), due to the enhanced scattering rate for the propagating electrons.



88 Local and non-local correlations in molecular systems: atest for nano-DΓA

beyond the one to which voltage is applied, in the following we nevertheless keep the usual lit-
erature nomenclature as we will refer to theortho-, meta-, andpara-position, corresponding
to the transmission coefficient computed using Eq. (3.9) with the non-local elements of the
Green’s function|Gr

σij(ǫ)|2 for |i− j|=1, |i− j|=2, and|i− j|=3, respectively.
A last complication, that we should discuss before turning to the numerical results, is related to
the choice of a QMC impurity solver. In fact, one does not havedirect access to the non-local
elements of the retarded (or advanced) Green’s function, and has to rely on an analytic continua-
tion of the self-energy, which is particularly unstable forthe exact solution, as already discussed.
If possible, one would rather pursue alternative ways, e.g.the method which has been recently
reported by Karrashet al. [216] is indeed interesting: they showed that, in the case ofthe single-
impurity Anderson model, the finite-temperature conductance on the real axis can be obtained
directly from the Matsubara Green’s function, by performing a continued fraction expansion
of the Fermi function,without the need of any analytic continuation. A generalization of the
method to extended systems, however, does not seem to be possible.
Due to the complications inherent to the analytic continuation, we cannot easily compute the full
energy-dependent transmission coefficient, and we will, hence, consider only theconductance
at the Fermi energyG(ǫF )=(e2/h)T (ǫF ), estimated as

G(ǫF ) =
e2

h

∑

σ

Γ|GσLR(ıνn → 0)|2Γ ≈ 2
e2

h
(2πρV 2)

2 |GLR(ıνn=πT )|2, (3.10)

where we drop the spin dependence of the propagator and explicitly include a factor2 for the
spin degeneracy. However, the presence of, e.g., (anti)ferromagnetic leads or a magnetic field,
would obviously determine a spin-dependent conductance.

A quantitative estimate for the transmission coefficient (3.10) may be obtained extrapolat-
ing the Green’s function in the limitıνn→0 with some fitting procedure. In the results shown in
the following we just consider the Green’s function at the lowest Matsubara frequency,ν=πT ,
which, though being a rough estimate at our relatively high-temperature, is sufficient for un-
derstanding the qualitative behavior of the conductance inthe benzene junction. In Fig. 3.11,
we show the equilibrium conductance at the Fermi energyG(ǫF ) = (e2/h)T (ǫF) through the
benzene nanostructure in theortho-, meta-, andpara-positions for bothNN t andall t hopping
topologies. As a general remark, valid for all connections,we can see thatG(ǫF ) increases like
V 4 at low values of the hybridization, as it could be expected treating the scattering amplitudes
Γ in Eq. (3.10) perturbatively. AsV increases,G(ǫF ) exhibits a maximum due to the formation
of a resonant peak of width∆ = πρV 2 between each site and its own lead. This effect is a con-
sequence of a non-perturbative interplay between the on-site interaction and the hybridization.
In theNN t topology (upper panel), our calculation reproduces the reduction of the conductance
in themeta-position, with respect to theortho- and thepara-position [181]. This effect is be-
lieved to be a generic characteristic of single-molecule junctions, and it has been explained in
terms of QI, arising only from the molecule’s topology and not directly related to the presence
of electronic correlations [182]. On the other hand, many-body effects have been recently re-
ported [185] to be responsible for the formation of transmission minima (‘‘Mott nodes’’) in
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case, QI effect are clearly visible. In theall t case, instead, due to the symmetry of the problem all
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molecules with open shell configurations. Yet, this effectis not present in theall t topology
(lower panel), andG(ǫF ) is the same in all three contact positions due to the particular hopping
structure (note that the criteria given in Ref. [182] to predict destructive interference relies on
the assumption that only nearest neighbor hopping processes within the molecule take place).
The comparison between nano-DMFT and the exact solution shows that non-local correlations
(beyond DMFT) are not important both in the limit in which themolecule is strongly coupled
to the leads and when the connectivity is high. This, in the light of the results presented be-
fore, may not be surprising, since the conductance without vertex corrections is essentially a
single-particle quantity.

If the suppression ofG(ǫF ) is not a direct consequence of electronic correlations, then we
need to understand what is the influence ofU (if any) on the profile of the zero-bias conduc-
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∆(U)

ortho- meta- para- position

U=3t ∼ 2% ∼ 3% ∼ 7%

U=5t ∼ 7% ∼ 9% ∼ 22%

Table 3.1: Percentage-wise reduction∆(U), with respect to the non-interacting case, of the
maximum value of the nano-DMFT two-terminal conductance ina benzene junction. The
comparison of the data for different leads positions shows that, once QI are filtered out, the
higher the order of hopping processes involved in transportthrough the molecule, the higher
is the suppression of the conductance due to the local interaction. Adapted after Ref. [207].
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tance. To this end, we report in Fig. 3.12 the results of our calculations at different values
of U/t in the whole hybridization range, including the non-interacting case, where also nano-
DMFT is obviously exact. As anticipated, the reduction of the conductance in themeta-position
is observed already in the non-interacting caseU=0, supporting the hypothesis that it is a mere
topological effect. The presence of a finiteU leads only to quantitative changes, suppressing
the conductance peak which appears in a hybridization regime V ≃ t, though this picture may
change if vertex corrections are taken into account.
Already in the non-interacting case, the channel-dependent suppression of the conductance re-
sults from (i) a reduction arising from the length of the ‘‘conductance paths‘‘ between the
corresponding leads, i.e.,G(ǫF )∝ e2|L−R| and (ii) a topological reduction due to QI in the dif-
ferent channels. In order to get information on theeffect of correlationson topof those effects,
we compare thepercentage-wisereduction∆(U) of the conductance maximum atU 6=0 with
respect to its non-interacting value (at the same value of the ratioV/t). We find that the sup-
pression, at a given value ofU , increases with the distance between the sites through which the
conductance is computed, i.e.∆ortho < ∆meta< ∆para. This is understood considering that the
Hubbard repulsion tends to localize the electrons in the molecule, and to penalize hopping pro-
cesses, hence further suppressing the conductance throughthe dependence on the (interacting)
non-local propagator. We summarize the corresponding values in Table 3.1. For similar rea-
sons, whenV/t&1 the ‘‘local’’ physics of the hybridization dominates over non-local hopping
processes, and again the largest the distance between siteL andR, the faster is the suppression
of the conductance in the corresponding channel.
Moreover, nano-DMFT suggests that the effect ofU is important only in the intermediate-
hybridization regimeV ≃ t region. In the weak-hybridization regime the nano-DMFT curves
for different values ofU (almost) collapse onto one another, while the exact solution predicts
a sensibly lower conductance all the way down toward the molecular limit. This suggests that,
here, local correlations do not play any role in electronic transport, while non-local do. This
aspect deserves further investigation: for instance one would be interested to see what happens
if vertex correction to the conductance are included.
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3.2.2 Cyclo-octatetraene molecule

The results presented in this section, concerning the COT molecule, are still unpublished.

The results presented so far for the benzene molecule show that nano-DMFT performs quite
well, with some intrinsic limitation which are well understood in terms of the missing non-local
spatial correlations. In order to have a wider picture of thebehavior of Q1D molecules, and
to understand how good nano-DMFT can describe them, we need to consider also different
situations. Specifically, the physics of a benzene junction in the weak-hybridization regime is
obviously dominated by the presence of a charge gap in the non-interacting DOS, and it would
be interesting to investigate how our approximation schemeperforms in the weak-hybridization
regime, as we mentioned before, of a correlated metallic case. In this respect we have followed
two different paths: (i) we considered another Q1D system, namely theCOT molecule, in-
troduced at the beginning of this chapter, and analyzed in detail below, and (ii) we introduced
another control parameter, i.e., thegate voltageVG, to be discussed in the next section.

Electronic structure of the COT molecule. The most striking difference between the COT
and the benzene molecule is the existence, in the discrete, non-interacting spectrum, of a (dou-
bly degenerate) peak lying exactly at the Fermi energy. In the presence of a local repulsion term
(assuming it small enough not to invalidate the MOs picture), the lowest energy configuration
would be the one with two singly-occupied degenerate orbitals at the Fermi energy, thus realiz-
ing an effective two-levelSU(4) AIM, relevant, e.g., for the description of carbon nanotubes
QDs [217]. For the same reason, Kondo physics may be expectedat low temperature.

As a first application of nano-DMFT to the COT molecule, let us consider the molecular
limit V =0, which has both the advantage of getting rid of the hybridization energy scale, and
to focus on a situation in which non-local correlation are expected to be maximal (according
also to the analysis of the benzene molecule). Theone-particle spectral function resulting
from the MEM analytic continuation of the nano-DMFT(QMC) data, and the corresponding
Matsubara self-energy, are shown in Fig. 3.13 for increasing values ofU .
Let us start describing nano-DMFT results starting from theweak coupling regime, i.e.U = t.
We show that the one-particle spectral function displays a peak at the Fermi energy7 which
is disconnectedfrom the high-energy structure of the spectrum. The latter,however, is not
entirely due to incoherent contribution of the Hubbard bands, as it will be even more clear
observing the evolution of the spectral function withU , but originates also from the evolution
with U of the non-interacting levels with eigenvalues (cf. with the upper right panel of Fig.
3.3). Moreover, we notice a quite peculiar behavior of the corresponding Matsubara local self-
energy at low energy. In fact the absolute value of ImΣii(ıνn) decreases asνn → 0+ down
to approximately the last but one Matsubara frequencyν = 3πT , while at lower energy it
raises again. This determines a jump aroundν = 0. This feature is still present also at higher

7Obviously, it cannot be a Kondo resonance with the leads, asV = 0, but it may be a Kondo resonance à la
DMFT within the C atoms of the COT ring.
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temperatures, yet less evident (see Fig. 3.14). A similar behavior, can still be traced in the
local self-energy also atU =3t, and the spectrum is shrinking toward the Fermi energy (as in
the case of the benzene molecule). AtU =5t the situation is already much different: the low-
energy structure of the spectral function is now composed bythreeconnected peaks, which
resembles a renormalized version of the spectral function at lower values ofU/t, besides one
can clearly observe the formation of Hubbard bands, at an energy scale comparable withU . In
turn, the corresponding self-energy is smooth and linearlyvanishing asνn → 0+, suggesting
the onset of a more conventional (but already strongly renormalized) FL ground state. Further
increasing the interaction toU=8t, the system undergoes a Mott-Hubbard MIT (more precisely
a crossover), where the narrow peak at the Fermi energy has disappeared and the self-energy
diverges, although still deviating from the atomicΣii(ıνn)∼U2/νn behavior.

The next step would be to understand whether non-local correlations modify the nano-
DMFT picture presented above. Obviously, obtaining the exact spectral function, accumulating
statistics for the QMC is obviously even more costly than in the case of the benzene molecule,
because the Hilbert space22Ns of the system increases exponentially with the number of corre-
lated sitesNs in the benzene and COT molecules. Nevertheless, one could extract an equivalent
information by the QMC data, analyzing theU dependence of the nano-DMFT and the exact
local Green’s function in the imaginary time representation, as shown in Fig. 3.15. The relation
between the local Green’s function and the spectral weight at the Fermi energy, already given
in Eq. (3.3), is reproduced here, for the sake of clarity:

A(0) =

∫

dνA(ν) cosh−1(ν/2T ) ≈ βG(β/2). (3.3)

If we analyze the nano-DMFT results, we can clearly see that (the absolute value of)Gii(β/2)

is continuously decreasing with increasingU , until becoming zero aroundU = 8t, in corre-
spondence of the MIT, somehow recalling the behavior of the DMFT solution of the (bulk)
half-filled Hubbard model. On the other hand, in the exact solution,Gii(β/2) is significantly
smaller than in the nano-DMFT case already at the lowest value ofU/t considered here, and
it is quickly suppressed with increasingU , for U > Uc. We could estimate the exact critical
value to beUc& 2t. In this respect, however, we have to consider two sources ofindetermina-
tion that affect the QMC data: (i) the systematic error due tothe Trotter decomposition in the
HF-QMC algorithm [103] that is of the order of(∆τ)2 ∼ 0.027, in these calculations (recall
that∆τ =β/L is the discretization step of the imaginary time domain); and (ii) the estimate of
A(0) by means of Eq. (3.3) involves an integral over a finite frequency window of the order of
the temperatureT , so that we expect it tooverestimatethe real value ofA(0). A possible way
to overcome this problems, would consist in extrapolating the results for∆τ → 0, as well as
decrease the temperature. However, this is extremely costly within the HF-QMC: the overall
numerical effort of the exact solution of the impurity problem grows as2Ns(2Ns − 1)Ns

2L3

(obviously nano-DMFT corresponds toNs = 1) andL3 ∼ 1/T 3 upon temperature for a given
∆τ [121]. An alternative, for future studies, would be to use a CT-QMC as impurity solver
[93, 218] which does not suffer from the discretization error ∆τ and scales only linearly with
β=1/T .
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As the isolated molecule can be diagonalized exactly, in order to dispel the doubts arising
from the interpretation of the QMC data, we decided to compare them with the ED one-particle
spectral function, as shown in Fig. 3.16. The ED results showclearly that, already atU = t,
there is no spectral weight at the Fermi energy, implying (i)that the peak observe in nano-
DMFT is either an artifact of the MEM analytic continuation,unable to resolve sharp peaks, or
it can exists only due to the absence of non-local correlations, and (ii) that even in the exact
QMC solution, when non-local correlations are included, atour relatively high temperature, we
are not able to resolve the charge gap, below a given threshold, only considering the estimate
of A(0) provided by Eq. (3.3). As there is no symmetry that requires apeak to be present at the
Fermi energy, this would suggest that the doubly degenerateeigenstates of the non-interacting
COT molecule are split at an infinitesimal value ofU . In this sense, the low-frequency behavior
observed also in the self-energy of the nano-DMFT may be interpreted as the fingerprint of
the presence of the gap, and the peak at the Fermi energy shownby the nano-DMFT spectral
function may be an artifact of the MEM employed in the analytic continuation procedure. On
the other hand, the situation changes considering the evolution to intermediate values ofU/t:
while the ED gap increases and becomes sizable increasing the interaction, nano-DMFT still
displays a narrow peak at the Fermi energy, as the Hubbard bands start to appear. At the
same time, the corresponding self-energy recovers gradually the usual behavior for a metallic
solution (cf. Fig. 3.13). Eventually, atU =8t, both the nano-DMFT and the exact ED solution
are insulating, but nano-DMFT substantially underestimates the ED gap (which is of the order
of ∆ ∼ 4 eV) and therefore it cannot be expected, e.g., to yield a quantitative description of
transport properties.
The above analysis not only provides for more insights aboutthe real behavior of the system,
but also allows us to better understand the nano-DMFT results. Indeed it seems possible that,
in nano-DMFT, local correlationsaloneare able to open a gap forU . t, as it is reflected
in the insulating-like behavior of self-energy at low-frequency. However, in the intermediate
coupling regime, the system is metallic and is characterized by a proper QP peak and a linearly
vanishing self-energy forνn→ 0. Eventually the system undergoes a Mott-Hubbard crossover
to an insulating state, as the interaction is further increased. The exact solution, on the other
hand, isalwaysinsulating, and evidently such apparent ‘‘reconstruction’’ of the metallic state,
observed in nano-DMFT, does not take place. This is very likely due to the effect of non-local
spatial correlations.

Effect of the hybridization. Hitherto we have considered the COT in the molecular limit
only. However, we know from the analysis of the benzene molecule, that the presence of the
hybridization is supposed to suppress non-local spatial correlations, leading to an improvement
of the nano-DMFT description of the system. Therefore, it isinteresting to study the evolution
of the system from the molecular limit to a weak-hybridization regime. In Fig. 3.17 the nano-
DMFT and exact self-energy in the different regimes for relevant values ofU/t are presented.
At V/t=0, the imaginary part of the exact QMC local self-energy is diverging forνn → 0 for
all values ofU/t considered. More in general,all imaginary components of the self-energy are
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either zero by symmetry or diverging, i.e., ImΣij(ıνn → 0)→∞ for j = i, i + 2, i + 4. Let
us note that this is completely different from what was happening in the benzene ring, where
ImΣij(ıνn→0)∼0 for j= i, i+2 (cf. Fig. 3.6). As already discussed, instead, the nano-DMFT
self-energy is not metallic-like in the weak coupling, while showing a metallic behavior in the
intermediate coupling regime.
On the contrary, at finiteV/t, in the weak coupling regime both the exact and the nano-DMFT
local self-energy are metallic-like and linearly vanishing asνn → 0, while all non-local contri-
butions are strongly suppressed with respect to the molecular limit. As the ratioV/U decreases
(in the plot we show data forU/t= 5 at V/t= 0.5) non-local correlations are no longer negli-
gible: the exact QMC solution is insulating, with the local self-energy displaying non-metallic
behavior, while nano-DMFT is still metallic.
We can conclude that non-local spatial correlations, and their interplay with the local ones, are
fundamental in order to estimate the correct critical valueof the interactionUc for the MIT (or
crossover). The value ofUc is also strongly dependent on the ratioV/U . In particular, within
the exact solutionUc = 0 for V = 0, which increases to a finiteUc value increasingV . On
the other hand, nano-DMFT predictsUc to be an increasing function ofV/U , but generally
overestimates it in the whole weak-hybridization regime investigated here.
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3.2.3 Gate voltage dependence in transport through molecular junctions

The results presented in this section are still unpublished.

In an experimental setup, beside the source and the drain electrodes, the nanostructure can also
be coupled to a gate electrode, that is used to induce a shift of the chemical potential of the
system applying a gate voltageVG. Besides being an easily tunable parameter,VG also allows
to extract information about the electronic structure of the system through the measurement of
the conductanceG(ǫF − eVG).
For the sake of completeness, we should also mention that theelectronic conductance is often
also studied at non-equilibrium, both experimentally and theoretically, as a function of the bias
voltageVsd=µs − µd (as discussed in Secs. 1.1 and 1.2). However, the theoretical description
of transport properties out-of-equilibrium, would require an extension of the present formalism,
involving the evaluation of the Green’s function on the Keldysh contour [88]. Therefore, in this
work, we deal with transport only within linear response.
Moreover,VG also grants control on the system’s density, which is often acritical parameter
in determining the physics of a system. As a general statement, electronic correlations due to
the Coulomb repulsion are expected to be most effective at half-filling, yet in a system with
competing energy scales, interesting phenomena may take place also away from half-filling.
In the specific case of the benzene molecule, the application of a gate voltage, and hence, e.g.,
the addition/removal of one electron, has mainly two important effects:

• one can drive the molecule from aspin-singlet charge-neutral state|0〉 at half-filling,
with a closed shell of doubly degenerate HOMOs, to a theKondo regime, characterized
by two doublets|iσ〉, as the additional electron/hole can be place in any of the orbitals
i=1, 2, with spinσ =↑, ↓) [212, 213].

• the molecule doesnot fulfill the Hückel’s rule (4n+2 electrons,n non-negative integer)
anymore, and loses its aromaticity, which could possibly reflect itself in strong changes
in the structure of the spin-spin susceptibility.

Concerning the COT molecule

• in the realisticmolecule , i.e., the one with alternating single and double covalent bonds
between the C atoms (see Sec. 3.1), the addition/removal of an electron can also have
important consequences on structure of the system itself. However, in our model COT
system, consisting of a planar ring with equivalent bonds between all nearest neighbors,
the effect ofVG is related to the change of the filling mostly.

In the following, we apply a gate voltage and investigate electronic and transport properties
of Q1D systems also off half-filling. In Figs. 3.18 and 3.19 we showG(ǫF − eVG) between
opposite sites of the nanostructure, as well as the corresponding average density〈n(VG)〉 as a
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function of the gate voltage8 for both the benzene and COT molecular junctions in the weak-
hybridization regime and intermediate value of the interaction U/t = 2. The latter may be
realistic if one considers that the on-site interaction on the carbon atoms of the molecule can
be screened by the conduction electrons of the leads. Furthermore, in this situation, the interac-
tion is of the order of the HOMO-LUMO charge gap which for the non-interacting benzeneis
∆= 2t. This allows us to study the hybridization-driven MIT in theCOT junction already in
the weak-hybridization regime. This means that we will be able to explore, as a function of
VG, all correlation regimes, i.e., cases where electronic correlations are negligible, where local
correlations are dominant, and where non-local ones also play an important role.

Let us start with theVG analysis of thebenzene junction. As already mentioned, one does
not expect large correlation effects in the transport properties of the system if the chemical
potential lies within the gap. This is confirmed by the data:when the hybridization is very
weak, i.e. V/t = 0.1 (upper panels of Fig. 3.18), ateVG/t ∼ 0 the conductance is very low
because of the gap, and the system is half-filled. Moreover,this physics, as well as the correct
order of magnitude for the conductance, is already well described in a (non-interacting) tight-
binding approximation, with only quantitative corrections to the conductance due to non-local
correlations. This is shown in the inset on the left-hand side by the large contribution around
νn∼0 of the non-local (Matsubara) self-energyΣii+1(ıνn) (while the local one linearly vanishes
because of the gap). The picture changes at large enougheVG/t: one can see that the non-
interacting conductance peaks are suppressed by the interaction, and the step-like variation of
the site-density withVG are smeared out, in addition to temperature effects alreadypresent in
the non-interacting data. In the region of gate voltageeVG/t& 1, nano-DMFT overestimates
the conductance (and some differences are also observed in the filling) and an analysis of the
corresponding self-energy (inset on the right-hand side) shows a clear non-FL behavior similar
to the one observed in the case of the COT molecule at half-filling. In this light, the suppression
of the conductance would correspond to the presence of a (pseudo) gap in the spectral function
of the interacting system, which nano-DMFT is not able to resolve. This also means that,
concerning how the application of a gate voltage influencesthe reliability of nano-DMFT, there
is not univocal tendency, and the quality of the results is strongly system-dependent and subject
to the actual electronic structure.
Less surprisingly, instead, increasing the hybridizationstrength toV/t = 0.5 (lower panels
of Fig. 3.18) leads to a better agreement between nano-DMFT and the exact solution in the
whole range of gate voltages analyzed. Quantitative differences are still observed, but the
broadening of the many-body resonances avoid the formationof (sizable) charge gaps in the
spectral function (as confirmed by the self-energy in the inset). Therefore, we can conclude
that in this regime, the nano-DMFT approximation is alreadysufficiently good, and correctly
captures the physics of the system.

Similar results are observed when considering theCOT junction . As we have seen before,
in the limit V/U ≪ 1 and at half-filling (VG = 0) the exact solution predicts the system to be

8Note that, as the (VG =0) systems considered here fulfill particle-hole symmetry,we can restrict to the case
VG>0 only.
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Figure 3.18: Zero-bias conductanceG(ǫF ) between opposite sites of the benzene ring and site density
〈n〉 as a function pf the gate voltageVG, in theNN t hopping configuration forU = 2t, T = 0.05t,
at V/t= 0.1 (upper panels) andV/t= 0.5 (lower panels). The insets show the local and non-local
(between neighboring sitesi, i + 1) self-energy in Matsubara representation for selected values of
eVG/t, highlighted by the shaded area.
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Figure 3.19: Zero-bias conductanceG(ǫF ) between opposite sites of the benzene ring and site density
〈n〉 as a function pf the gate voltageVG, in theNN t hopping configuration forU = 2t, T = 0.05t,
at V/t= 0.1 (upper panels) andV/t= 0.5 (lower panels). The insets show the local and non-local
(between neighboring sitesi, i + 1) self-energy in Matsubara representation for selected values of
eVG/t, highlighted by the shaded area.
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insulating, while nano-DMFT yields a narrow peak at the Fermi energy. This is also the case of
the weak-hybridization regime, e.g., atV/t=0.1 (upper panels of Fig. 3.19) where nano-DMFT
overestimates the conductance by roughly an order of magnitude in the low gate voltage regime.
Again, in correspondence of an insulating state, the local (Matsubara) self-energy displays a
non-metallic behavior at low-frequency, combined with large non-local contributions. Moving
away from half-filling the agreement seems to improve, but the quality of the approximation
still depends on the ratioeVG/t. Increasing the hybridization (lower panels of Fig. 3.19) we
observe that aroundVG∼0 the difference between the nano-DMFT and the exact conductance
is not as large as in the previous case, and indeed the corresponding local self-energy is linearly
vanishing forνn→ 0. The quantitative difference in the conductance is understood in terms of
a suppression of the non-local Green’s function due to non-local correlations, shown in the self-
energy in the inset (for the caseVG=0 see also the full self-energy shown in Fig. 3.17). In this
regime, although some quantitative difference is still visible, we observe that the nano-DMFT
approximation provides a reasonable description of the conductance and of the site-density in
the whole rang ofeVG/t values investigated.

3.3 Phase diagram of electronic correlations at the nanoscale

The results we discussed so far provide already good indications to understand the role of
electronic correlations in Q1D molecules on a general ground. In fact, we can depict a schematic
U − V phase diagram shown in Fig. 3.20, where we identify three regions: a region (indicated
as I in the phase diagram) where electronic correlations arenot important, a region (II) where
the system is dominated by local correlations, and a region (III) where non-local correlations
beyond mean-field are non negligible with respect to the local ones.
Let us characterize those regions in more detail. Inregion I, located in the weak-coupling
and/or at strong-hybridization regime, a qualitatively (and sometimes quantitatively as well)
description of the system is provided already by a tight-binding (non-interacting) approach. In
region II local correlations substantially modify the behavior of the system with respect to the
non-interacting case. Here, the nano-DMFT scheme is ratheraccurate, at least concerning the
one-particle quantities we have analyzed here, as non localspatial correlations are shown only
to yield minor quantitative differences with respect to theexact solution. The actual extension
of this region may depend on the system under consideration as well as on other parameters,
as in the case of the gate voltage, discussed in the previous section. Inregion III , extended
to the weak-hybridization and/or strong-coupling regimeU/V ≫1, including non-local spatial
correlations beyond mean-field is crucial for the understanding of the physics of the system in
study. This can be done, e.g., by means of nano-DΓA as will be shown in the next section.
Moreover, one should notice that region III may extend even to not so largeU/t, depending
on the specific system considered (as we have explicitly shown in the case of the benzene and
COT molecules).
In this picture, another element that can influence the respective extension of the different re-
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gions is the connectivityz: we have shown that, in the case of the benzene molecule, as the
connectivity increases, non-local spatial correlations are significantly suppressed. In the phase
diagram this corresponds to region II, where nano-DMFT performs well, extending to lower val-
ues ofV/U or equivalently, in region III shrinking. In the limit ofz→∞ non-local correlations
are washed away, and nano-DMFT is exact.

Figure 3.20: Qualitative phase diagram of electronic correlations obtained from the analysis of Q1D
molecules. Strong correlations arise due to the presence ofthe local interactionU , while are sup-
pressed by hybridization processes with the electrons of the non-interacting environment, controlled
by the scattering amplitudeΓ = πρV 2. Hence, the phase space can be divided into three regions
(denoted above by roman numbers) depending on the ratioU/Γ: the black dashed lines are guides to
the eye, and the separation between the different regions issmooth, as shown by the color gradient,
indicating the strength of local (red) and non-local (blue)electronic correlations.
Non-local spatial correlations and are non-negligible in the weak-hybridization limitΓ ≪ t, while,
at a given value ofU/t are rapidly suppressed asΓ/t increases: the system is dominated by local
correlations and nano-DMFT a reliable approximation. Eventually the latter is also suppressed in
the strong-hybridization limit and correlation effects are substantially taken into account already in
perturbation theory (e.g., Hartree-Fock approximation).
As in general expected within mean-field theory, also the connectivity of the system play an important
role, further suppressing non-local correlations, i.e., reducing the region of the phase diagram when
those are important (lower right panels). In the limitz→∞ non-local correlations due toU vanish.
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3.4 Including non-local spatial correlations

The results presented in this section, i.e., the evaluationof the local vertex functions and the
corrsponding nano-DΓA results for Q1D molecules are still unpublished.

The comparison between DMFT and the exact solution in the benzene and COT rings allowed
us to get an overview on its reliability and to understand that there exist well defined parameter
regimes where non-local correlations are non-negligible.In the following we apply nano-DΓA
to both the benzene and COT molecules, thus including non-local correlations beyond mean-
field. Specifically, we limit to the molecular limitV =0 and at half-filling, where (non-local)
electronic correlations are expected to be most important.

The results presented in the following represent the first application of the idea behind DΓA,
in which all channels (bothph channels and thepp one) are indeed treated on equal footing, by
means of the parquet formalism. Previous DΓA results reported so far [145, 147, 168] relied
on theladder approximation. The ladder assumes the irreducible vertex functionΓνν′ω

r to be
local only in a specific channel, and the corresponding non-local correlations are introduced
via ladder resummation of diagrams. Besides being of easierimplementation, the ladder-DΓA
is only suitable for systems in which one of the channels is expected to be dominant over the
others, as in the case, e.g., of the magnetic channel in the bulk (cubic) Hubbard model close to
the AF transition.
As already discussed, the heart of DΓA is the local two-particle fully irreducible vertex, which
is extracted from the AIM, as described at the end of Sec. 2.3.2. Analogously, in its nanoscopic
extension, nano-DΓA, a local fully irreducible vertexΛνν′ω

ii can be extracted from each of the
inequivalent auxiliary AIMs defined for a given nanostructure. In both cases we considered so
far, i.e. the benzene and the COT molecule, all carbon atoms are equivalent, and so are all local
two-particle fully irreducible vertices, so that we actually need to calculate only one of them,
thus mitigating the computational workload of the whole calculation.

Evaluation of the two-particle vertex functions: technical details. Before we discuss our
nano-DΓA results, it is worth giving some technical details on how the fully irreducible local
vertex has been obtained here. Here, we consider the result of a convergednano-DMFT loop as
the input for a the nano-DΓA one-shot calculation. The implementation of a fully self-consistent
nano-DΓA scheme is not yet available, and will be part of future projects.

The nano-DMFT results are obtained with an HF-QMC impurity solver, where the asymp-
totic behavior of one-particle quantities, i.e. the Green’s function and the local self-energy is
properly treated in order to minimize numerical errors due to the discrete FT (cf. also Appendix
B). On the other hand, at the two-particle level, many technical issues arise from the statistical
QMC sampling of the generalized susceptibility (2.38). In particular, the accurate and efficient
treatment of its asymptotic behavior still represents a significant challenge, despite the attempts



3.4 Including non-local spatial correlations 107

recently reported in this direction [162, 163, 219]. In fact, asymptotical instabilities for the
generalized susceptibility would yield low-quality results for the vertex function due to the in-
version ofχνν′ω in the Bethe-Salpeter equations, e.g., in the form (2.49a) and (2.49b).
Hence, our strategy consists in computing two-particle quantities of the converged AIM with an
ED impurity solver. In order to do so, we need to fit the Anderson parameters{Vℓ, ǫℓ} in order
to define adiscretehybridization function of a system consisting inNs sites (one impurity and
N bath sites) which reproduces the hybridization function ofthe original AIM

∆(ν) =
N∑

ℓ=1

VℓV
∗
ℓ

ν − ǫℓ
, (3.11)

and can be used for the ED setup. Exploiting symmetries allowto lower the number of in-
dependent fitting parameters, e.g. at half-filling, wherethe hybridization function fulfills the
condition∆(ν) = ∆∗(−ν), it is reduced by a factor of two. Besides the error arising due to the
discretization of the bath, one can exactly evaluate the generalized susceptibility (2.40) directly
in the (Matsubara) frequency space, thus avoiding the nastystep involving the FT.
The ED results presented in the following have been performed together with G. Rohringer with
Ns=5 sites in the AIM (including the impurity site), keeping (at least)160 (positive) fermionic
and bosonic Matsubara frequencies, which has required, foreach determination of the general-
ized susceptibility, a parallel calculation of about100.000 CPU hours on the Vienna Scientific
Cluster (VSC). This allowed for a precise calculation of the(Matsubara) frequency structure
of the two-particle reducible and irreducible vertex functions (see also Ref. [158] for further
details).

The ED fully irreducible vertex is the input for the parquet equations. In practice, the
solution of the parquet equations is subject to numerical errors, e.g., arising from the inversion
of the Bethe-Salpeter equation, and mainly due to the finiteness of the frequency grid on which
the calculation is performed. This leads to a violation of the crossing symmetries [165], which
would be instead fulfilled by an exact solution of the parquet equations. In turn, the symmetry
violations lead to numerical instabilities beyond the weak-coupling regime, which become more
and more severe as the temperature is lowered. In this respect, the enforcement of the crossing
symmetries at the level of the full vertexF νν′ω seems to improve substantially the algorithm
and allows one to reach converged solutions also beyond the weak coupling regime [165]. In
the actual algorithm of the nano-DΓA, used to obtain the results presented in the following,
the enforcement of the crossing symmetry is not yet implemented. However, this was already
enough to analyze regions of the parameters’ space which arerelevant in the present context.
Further improvements of the whole computational scheme arecertainly possible, as e.g., the
implementation of semi-analytical asymptotic behavior ofthe two-particle quantities [219, 166].
This, as will be discussed in the outlook, is expected to further improve the scheme form both
the accuracy and efficiency point of views.
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3.4.1 One-shot nano-DΓA results

In the following we show the ED results for the local two-particle fully irreducible vertex
in the four different channels: (d)ensity, (m)agnetic, (s)inglet, and (t)riplet (as defined in Sec.
2.3.2) and its effect on physical quantities obtained within the anno-DΓA scheme. However, it
is worth stressing once again that, being the fully irreducible vertex irreducible ineverychannel
by definition, each vertex is just one of the equivalent combinations of the only two independent
quantities:Λ↑↓ andΛ↑↑, according to the following convention

Λd,m = Λ↑↑ ± Λ↑↓, (3.12a)

Λs = 2Λ↑↓ − Λ↑↑, Λt = Λ↑↑. (3.12b)

As for the high-frequency asymptotics of the fully irreducible vertex, we expect this to be
alwaysgiven by the lowest order contribution, i.e. proportional to the bare interactionU , as
it was explicitly discussed in Ref. [158], for a DMFT calculation of the bulk 3-dimensional
Hubbard model. This property is evidently connected to the intrinsic fully irreducible nature of
the vertex, as all the high-frequency contributions to the asymptotics, beyond the bareU , are
originated by reducible diagrams. Here we will show that this property holds, as expected, even
in the ‘‘extreme’’ case of Q1D systems.

Benzene molecule. Let us start the discussion of the results for the two-particle fully irre-
ducible local vertex for different values ofU/t, shown in Figs. 3.21-3.24 with respect to its
asymptotics, i.e.,Λνν′ω

d −U , Λνν′ω
m +U , Λνν′ω

s −2U , andΛνν′ω
t .

At U = t, due to the presence of the charge HOMO-LUMO gap∆ = 2t at the Fermi
energy of the non-interacting DOS of the benzene molecule, the changes of the fully irreducible
vertex with respect toU are tiny (and therefore the corresponding plot is not shown). In this
case, to obtain accurate results for the asymptotic behavior of the fully irreducible vertex is
challenging even in the case of ED, and shows that one is indeed bound to the knowledge of the
susceptibilities in a huge frequency range in order to perform numerically stable inversions of
the Bethe-Salpeter equation(s), making evaluation of the susceptibility numerically demanding.

In the caseU = 2t, the local two-particle fully irreducible vertex is shown in Fig. 3.21.
The frequency structure of the vertex evidently resembles what we expect from the analysis
of two-particle vertex functions in the AIM reported in Ref.[158]. Although in this case we
achieve stable results for the inversion of the Bethe-Salpeter equation(s), the overall frequency
dependence ofΛνν′ω is rather weak, and does not represent a quantitatively important correction
to the static contribution in each channel: e.g., the scale in the upper left panel of Fig. 3.21 has
to be compared toU=2t.
Those results can be more precisely analyzed if consideringone-dimensional slices of the the
vertex, as, e.g., as shown in Fig. 3.22 along the lineν ′ = πT , for ω = 0 (upper panels) and
ω = 20πT (lower panels). Although the system is supposed to be already beyond the weak-
coupling regime, due to the weak deviation from the asymptotic at finite frequency it is interest-
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Figure 3.21: Local two-particle fully irreducible vertexΛνν′ω in Matsubara representation for the
isolated (V =0) benzene ring in theNN t hopping configuration, atU =2t andT = 0.05t. In each
panel a representation of the vertex is plotted and the corresponding asymptotics is subtracted, i.e. we
plot: Λνν′ω

d −U (upper left),Λνν′ω
m +U (upper right),Λνν′ω

s −2U (lower left), andΛνν′ω
t (lower right)

for ω=0 as a function of the Matsubara indexes of the fermionic frequencies.

ing to compareΛνν′ω to the corresponding perturbative expansion in the Hubbardinteraction:
beyond the lowest order contribution ofO(U), determining the asymptotics in each channel,
we also include the next term in the expansion, i.e., theU4 contribution given by theenvelope
diagram(s), in analogy to Ref. [158]. For the sake of simplicity, we also restrict ourselves here
to the density and magnetic channels only, which already contains the full information carried
by Λ↑↑ andΛ↑↓.
Concerning the contributions atω=0, the numerical data forΛνν′ω

d qualitatively resemble the
contribution of the envelope diagramΛνν′ω

env , stemming from perturbation theory, while forΛνν′ω
m

the numerical data qualitative deviates from the predictions of perturbation theory. At finiteω,
e.g.,ω = 20πT , the agreement seems to systematically improve.
Besides quantitative deviations on the scale appear to be substantial, they are still negligible
with respect to the bare interactionU : indeed, the weak frequency dependence of the fully irre-
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Figure 3.22: One-dimensional slice along the lineν ′ = πT of the local two-particle fully irreducible
verticesΛνν′ω

d,m in Matsubara representation, for the isolated (V =0)) benzene ring in theNN thopping
configuration, atU =2t andT =0.05t. We compare the numerical results forω=0 (upper panels)
andω = 20πT (lower panels) as a function of the Matsubara indexes of the fermionic frequencyν,
to fourth-order perturbation theory (envelope diagram).

ducible vertex in this regime of parameters, suggests that an approximation such as the parquet
approximation (PA), in which the (frequency dependent) vertex is approximated with its static
contribution only, should already capture most of the physics contained in the full nano-DΓA
approach.

At U =5t instead, in Figs. 3.23, when the energy scale set by the interaction is larger than
the one set by the non-interacting HOMO-LUMO gap, the situation is different. The fully irre-
ducible vertex displays a clear low-frequency structure, whose amplitude is no longer negligible
with respect to the asymptotics, and rapidly decays to the corresponding asymptotic values at
higher frequency. Furthermore, it is interesting to noticethat, looking at the triplet channel
would suggest a rather smooth evolution ofΛνν′ω

t = Λνν′ω
↑↑ increasing the interaction beyond

weak coupling, besides the characteristic energy scale changing according to the bare interac-
tion U . However, this is not the case for the other channels, in which alsoΛνν′ω

↑↓ appears. At
high values ofU/t, e.g., in the singlet channel, the vertex displays a more complex structure,
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Figure 3.23: Same as for Fig. 3.21, but atU=5t.
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Figure 3.24: One-dimensional slice along the lineν ′ = πT of the local two-particle fully irreducible
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with both positive and negative peaks (with respect to the asymptotics) while in the density
channel the sign of the whole structure is reversed.
The changes of the frequency structure of the vertex beyond weak coupling are evident consider-
ing the one-dimensional slices of the the vertex along the lineν ′=πT , for ω=0 andω = 20πT ,
as shown in Figs. 3.24, and its features cannot be described anymore by the envelope diagram
contributions, which are negligible with respect to the numerical data (and therefore not shown).
The origin and the interpretation of the non-perturbative topological evolution of the local fully
irreducible vertex requires further investigations, but may be interpreted as precursors of the
Mott transition [167].

The calculation of the fully irreducible vertex is, however, only the first step of nano-DΓA.
In order to include non-local correlations with nano-DΓA we need to solve self-consistently
the inverse parquet equations for whichΛνν′ω represents the input. The real space Dyson-
Schwinger equation (2.57) involving the converged full vertexF νν′ω yields the nano-DΓA self-
energy, which allows to calculate other quantities of interest.

Considering the weak frequency dependence of the fully irreducible vertex in the weak
coupling limit (U = t, 2t), we perform the calculations both in the PA (Λ = U) and the DΓA
level (full Λνν′ω). In the strong coupling regime, instead, the parquet solver revealed to be
unstable and no properly converged solution could be obtained at higher values ofU , due to
numerical violations of the crossing symmetries [165].
Let us start with a direct comparison of the nano-DΓA self-energy (between nearest neighbors
i, i + 1) to the nano-DMFT and the exact ones, shown in the upper panelof Fig. 3.25 in the
U = 2t case. Already the level of PA, the nano-DΓA represents a substantial improvement in
comparison to nano-DMFT (in which non-local self-energiesare identically zero) and it is in
very good agreement with the exact solution. Considering the full (but rather weak) frequency
dependence of the fully irreducible vertex does not provideany further sizable improvement
with respect to the PA. The effect of non-local correlationscan be also explicitly seen in the
local Green’s function in the imaginary time representation, shown in the lower panel of Fig.
3.25, where we compare the results obtained using the self-energies of the upper panel. In
this case, though the difference exists only on a quite smallscale, the improvement of nano-
DΓA over nano-DMFT is qualitatively remarkable: clearly, thepresence of non-local spatial
correlations is crucial in restoring the charge gap of the isolated interacting benzene molecule.

The results shown so far look quite satisfactory, and give reassuring indication of the relia-
bility of the method for including non-perturbative non-local correlations beyond nano-DMFT.
However, the analysis of response functions, and their comparison within all the approxima-
tion levels discussed so far, is also important and represents, hence, one of the main aims of
future works. Moreover, we also need to understand where does the (small) residual difference
between nano-DΓA and the exact solution comes from. It may arise from numerical precision
issues, e.g., the finiteness of the frequency range in whichthe parquet and Bethe-Salpeter equa-
tion are solved, or it may also be due to a momentum dependenceof the fully irreducible vertex
in Q1D systems.
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Figure 3.25: Comparison between nano-DMFT, nano-DΓA and the exact solution for the isolated
(V =0)) benzene ring in theNN t hopping configuration, atU=2t andT =0.05t. Upper panel: non-
local self-energy (between nearest neighborsi, i+1) in Matsubara representation. Lower panel: local
Green’s functionGii(τ), where only the nano-DΓA(PA) has been reported because it was essentially
indistinguishable from the nano-DΓA. Inset: zoom of the highlighted region.

COT molecule. In the case of the benzene molecule the very good agreement between nano-
DΓA and the exact solution, was observed already at the PA level. What is still needed to be
investigated is the importance of the frequency dependenceof the fully irreducible vertex in
a case where it is not negligible. An analysis ofΛνν′ω in the COT molecule, in analogy with
the case of the benzene one, provides useful insights in thisdirection. In fact, we have seen
in the previous sections, the isolated COT molecule is metallic both in the non-interacting case
and within nano-DMFT at weak-to-intermediate coupling, while within the exact solution it is
insulating. In this sense, one expects that the fully irreducible vertex could carry the information
the system needs to open the charge gap.

In the he COT, however, the covergence of the parquet equations atT =0.05t, as usual, is
quite problematic, due to the numerical violation of the crossing symmetry, already at the level
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of PA. Therefore, in this case we were forced to consider a higher value of the temperature,
namelyT =0.10t, at which the parquet convergence is smooth up to the interaction values of
approximatelyU=4t.

We performed calculations atU =3t, for which the corresponding fully irreducible vertex,
calculated from a converged nano-DMFT loop is shown in Fig. 3.26. The fully irreducible
vertex displays now a non-negligible frequency dependencein comparison to the static contri-
bution. Remarkably, its frequency structure still resembles the one of the vertex of the benzene
molecule at weak coupling, i.e., the one that can still be qualitatively understood by means of
perturbation theory (envelope diagrams) [158, 167]. At thesame time its asymptotics is well
behaved, clearly displaying the typicalbutterflystructure expected forΛνν′ω

d,m , and reported also
in Ref. [158] in the metallic phase of thed=3 Hubbard model.
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Figure 3.26: Local two-particle fully irreducible vertexΛνν′ω in Matsubara representation for the
isolated (V =0)) COT ring in theNN t hopping configuration, atU=3t andT =0.10t. In each panel
a representation of the vertex is plotted and the corresponding asymptotics is subtracted, i.e. we plot:
Λνν′ω
d −U (upper left),Λνν′ω

m +U (upper right),Λνν′ω
s −2U (lower left), andΛνν′ω

t (lower right) for
ω=0 as a function of the Matsubara indexes of the fermionic frequencies.
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A one-dimensional slice of the the fully irreducible vertexalong the lineν ′ = πT for ω = 0

andω = 20πT , is shown in Fig. 3.27: The significant frequency structureobserved cannot be
well reproduced by perturbation theory. Instead, we highlight in the insets the low-frequency
feature ofΛνν′ω which are not clearly visible in the full range. We notice a cusp atν = 0 in
Λνν′ω

m which persists also at finiteω, and a wiggle inΛνν′ω
d which is instead washed away at a

high enough value ofω. Those features appearing in the low-frequency range are probably the
most relevant for describing the low-energy physics of the system. Tracing back their origin
(which is evidently no longer related to the lowest order diagrams) is, however, absolutely not
trivial.

One needs to understand what is the effect of the frequency structure of vertex on the nano-
DΓA results for physical properties of the COT molecule. In Fig. 3.28 we show the non-local
self-energy (between nearest neighborsi,i + 1, shown in the upper panel) as well as the local
Green’s function in the imaginary time representation (lower panel), comparing nano-DMFT,
nano-DΓA and the exact solution. In the case of the self-energy, a large part of the spatial
correlations arise already in the PA, i.e., from the lowest order contribution ofΛνν′ω. Including
the frequency structure of the fully irreducible vertex further improve the agreement, but non-
local spatial correlations are still sensibly underestimated by nano-DΓA. The same conclusion
can be inferred from the estimate ofA(0) provided byG(τ = β/2): in contrast to the benzene
molecule, in the COT molecule non-local correlations included in nano-DΓA do not seem to be
enough to open a charge gap.
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Figure 3.27: One-dimensional slice along the lineν ′ = πT of the local two-particle fully irreducible
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of the vertex in the low-frequency region are highlighted.
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Figure 3.28: Comparison between nano-DMFT, nano-DΓA and the exact solution for the isolated
(V =0) COT ring in theNN t hopping configuration, atU=3t andT =0.10t. Upper panel: real part
of the on-local self-energy (between nearest neighborsi, i + 1) in Matsubara representation. Lower
panel: local Green’s functionGii(τ) in the imaginary time representation.

Possible improvements in this respect may be expected by achieving a fully self-consistent
nano-DΓA calculation, while it also possible that non-local correlations arising from a purely
local fully irreducible vertex, while improving with respect to the description of nano-DMFT,
are still not enough to accurately reproduce the exact solution.
In this respect the results presented above partially unveil the, so far unexplained, role of the
frequency dependence of the fully irreducible vertex in theparquet equations in the context of
nanoscopic systems. The results obtained call for further investigation in different parameter
regimes, e.g., extending the analysis to systems with a finite hybridization to non-interacting
environment. Another possibility concerns the direct calculation of theexacttwo-particle fully
irreducible vertex, in order to observe its momentum structure: indeed, the DΓA aims mainly at
treatingd=2, 3-dimensional systems, and it is possible that in the Q1D caseconsidered here the
assumption of the locality of the vertex is partially violated. While it is obviously a challenging
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task, it is still doable for Q1D system with a not too extendedHilbert space. Moreover, it may
provide useful information about the limit of validity of nano-DΓA, as well as suggest possible
parametrization of the vertex function, similarly to what has been reported in the context of
functional renormalization group (fRG) technique [220].

3.5 Outlook

The analysis of electronic structure and transport properties in Q1D correlated systems rep-
resents the ideal testbed for the nanoscopic version of DMFTand of its diagrammatic extension,
DΓA. We have described the parameter dependence of several physical quantities in different
regimes, aiming to provide a general picture of the role of local and non-local electronic corre-
lations. Moreover, the results presented so far showed thatthe inclusion of local and non-local
spatial correlations in nano-DMFT and in nano-DΓA is possible. At the same time, these re-
sults point out other challenging problems and certainly require further investigations. In the
following we briefly discuss other possible studies and extensions of the methods employed
here.

Possible applications. According to the general criteria discussed in Sec. 3.3, even in low-
dimensional systems, nano-DMFT can perform extremely wellin a wide range of parameters,
namely for large enough values ofV/U and/or for high enough connectivity. At the same time
it is quite flexible and fast, compared to an exact solution.Hence, nano-DMFT is expected to
be an optimal and reliable tool to investigate higher dimensional nanostructure made of several
atoms, for which an any exact solution in the presence of electronic correlations is numerically
challenging or even prohibitive. In this respect, in the following chapters we will show ap-
plications of the method in the one-particle self-consistent approximation level, ranging from
quantum junctions to realistic nanocluster of magnetic transition metal oxides.

On the other hand, we have shown that restoring non-local correlations beyond mean-field in
a nano-DΓA fashion may improve the physical description of the systemwhen the above criteria
are not met. However, in order to understand to which extent the two-particle approximation
level can be trusted, and in order to understand its limitations, we need to study the system
presented so far (and possibly others) in a wider range of parameters. In this context, we plan to
compute the exact two-particle fully irreducible vertex for the benzene and the COT molecules,
in order to analyze its momentum dependence, which we consider an important step toward a
deeper understanding of electronic correlations at the two-particle level.

Algorithmic development. As the method has been recently established, there is still room
for technical improvements in several directions.

Concerning theimpurity solver , modern QMC can deal with multi-orbital systems and it
is often used in combination withab-initio input for real material, but has the disadvantage of
relying on problematic analytic continuation procedures in order to obtain physical quantities
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on the real axis. On the other hand, ED impurity solvers avoidthis issue, but are not suitable
for systems with many degrees of freedom.
In addition, the HF-QMC algorithm mainly used to produce theresults presented above poses
severe limitation to the regime of low temperatures accessible, while in many cases of interest
nanoscopic systems are expected to display, e.g., Kondo effect, at an energy scale which are
exponentially small in the coupling constant. We plan to improve in this sense, adopting a new
generation of CT-QMC impurity solver [93].

Concerning thecomputation of two-particle quantities we plan progresses from two point
of views. On one hand, the knowledge of the local vertex functions allows us to compute vertex
corrections for (nano-)DMFT/DΓA transport properties, e.g., conductance, optical conductivity
in electronic transport and Seebeck coefficient in thermaltransport. This represents a topic of
forefront research, as effect of vertex corrections are typically neglected, except for sporadic
investigations [89, 221, 222].
On the other hand, we need to improve the quality and the efficiency of the calculation of the
vertex functions, in order to establish the approach to be widely applied to all cases of interest.
We expect to make important steps forward in both directionsimplementing a semi-analytic
method to access high-frequency asymptotic behavior for the local quantities in the impurity
solver, extending the approach by J. Kuneŝ [219], as also explained in Ref. [158]. Eventually
one would like to apply a similar idea also to non-local vertex functions in the parquet solver,
though the possibility of an actual implementation in this respect is still to be confirmed.

Further improvements to the actual available version of theparquet solverare also manda-
tory for the nano-DΓA: the implementation of the solver in real space, in order toapply nano-
DΓA also to non-translationally symmetric nanostructures; the implementation of more general
routines able to deal with system out of half-filling, in thepresence of hybridization, and in the
case of site-dependent local fully irreducible vertex.



Chapter 4

Local Mott-Hubbard crossover in
mechanically controlled break junctions

In this chapter we analyze correlation effects in a narrow ofa 3-dimensional structure (or
constriction), which is realized in the experiments involving e.g., a mechanically controlled
break junction (MCBJ) or a scanning tunneling microscope (STM). In particular we focus on
the relaxation of the electronic structure associated to a change of the size of the tunneling gap,
and hence of the tunneling barrier, simulating the MCB process.
We show that the non-perturbative effects of a local Coulombrepulsion, present on the atoms
in the neighborhood of the constriction, can drive a metal-to-insulator transition, localized on
the atoms occupying the sharp edges of the junction. The observed local ‘‘Mott-Hubbard’’
crossover seems to be a general feature of sharp quantum junctions.

In the previous chapter we have applied the nano-approximation to include (both local and
non-local) dynamical correlation effects in Q1D molecules, connected to bulk non-interacting
environments (leads). In the description of the hybridization between the molecule and the
leads, we restricted ourselves to the case in which the latter are characterized by one orbital
with a flat, featureless DOS. This is quite a standard approximation in model calculations, where
one is not particularly interested in the microscopic details of the electrodes’ bandstructure, and
may be sufficient in the case of GaAs heterostructure QDs, where the role of the semiconductor
is mainly restricted to a charge reservoir. On the other hand, in quantum junctions (QJ), a
microscopic description of the contacts plays a critical role.

4.1 Transport in quantum junctions: theory vs. experiments

As we have already mentioned in Sec. 1.1, experiments suggest a strong dependence of
the tunneling current, and hence of the conductance, on the properties of the chemical bonding
necessary to form a stable molecular junction. We have also mentioned the role of anchoring
(and side) groups [44] which modify the properties of the molecule and of its hybridization to
the electrodes. Obviously, a quantitative description of transport properties in such molecular
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devices requires the energy spectrum of the whole junction and the hybridization between its
components, i.e., molecule and electrodes, which is determined by the (e.g., LCAO) orbital
overlap to be realistically taken into account.
There is no doubt that the spatial arrangement of the atoms forming the junctions influences
the tunneling current. While in the experiments, there is, obviously, a certain degree of uncer-
tainty coming from the impossibility to resolve the preciseatomic configuration of the junction,
within model calculations this issue can be quantitativelyaddressed. A recent interesting study
in this direction has been reported by Berthod and Giamarchi[223], where they analyze the
conventionally assumed proportionality between the differential conductanceG=dI/dVSD and
the local DOS of the junction. There it is shown that, alreadyin an exactly solvable (non-
interacting) tight-binding picture, the electronic structure of the junction plays a fundamental
role in determining the conductance. They also consider transport beyond thequantum point
contact(QPC) picture, i.e., where tunneling processes involve lone atoms at the edge of the elec-
trodes, and in particular they show that in the presence of several tunneling channels between
extendedregions of the source and the drain (planar junctions), somefeatures of the local DOS
can be washed out, e.g., by quantum interference between different channels.
Beautiful results were also reported by Palotàset al. [224, 225] who developed anab-initio
package for STM simulations, showing that tips made of different materials (i.e., with a differ-
ent electronic structure) yield different STM images.
The state-of-the-art for theoretical calculation of QJs relies onab-initio description of the con-
tacts within DFT, usually combined with non-equilibrium Greens’s function (NEGF) technique
in the Keldysh formalism (see Ref. [226] for a recent review)to address transport properties.
However, DFT methods tend to overestimate the conductance with respect to the experimental
values: e.g., in calculations done for a single1, 4-BDT molecule bridging Au(111) surfaces
(see Ref. [227] and references therein) a value ofG=0.24 G0 for the conductance at the Fermi
energy [227], which is orders of magnitude higher than the experimental ones, discussed in Sec.
1.1, although the latter is extremely sensitive to the experimental technique employed.

A possible explanation for the discrepancy between theory and experiment can be ascribed
to many-body effect beyond DFT, as, e.g., recently pointed out by Delaney and Greer [228]. In-
deed, this eventually represents the main motivation for the development of the nanoscopic ex-
tension of DMFT, that we introduced here, or alternative approaches [178, 179], within which
the structure of the junction can be modeled or taken into account ab-initio, interfacing with
DFT, together with strong electronic correlations.

In particular, here we want to draw the attention to the role of atomicallysharpcontacts, which
are formed, e.g., in mechanically controlled break junction (MCBJ) or scanning tunneling mi-
croscope (STM), which are widely employed in transport experiments (see also Sec. 1.1.2 for
a brief discussion about their experimental realization).In the presence of a narrow contact
region, quantum confinement may also play a role, and strongelectronic correlations between
spatially constrained electrons may arisealso in the electrodes. As electronic correlations in-
duce changes in the electronic structure of the system, one may also expect this to drastically
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affect the transport properties of the junction beyond the predictions of a Fermi liquid or DFT
picture. If this is the case, it would be of crucial importance to consider the effects of electronic
correlations also in the interpretation of tunneling experiments.

4.1.1 Modeling sharp junctions

In the following, we introduce model structure considered here in order to study sharp QJs.
In particular we discuss in detail a possible realization ofa MCBJ, that will consider for the
analysis of the data presented in Sec. 4.2, within nano-DMFT. We also show that the model,
with minor modification, is suitable to describe a STM: in this respect, preliminary analysis is
already ongoing and a brief discussion is contained in the outlook (Sec. 4.3) at the end of this
chapter. A schematic representation of the MCBJ and STM structures is given in Fig. 4.1 in
order to clarify the description presented below.

General discussion. In order to describe a MCBJ, we need to consider a spatially extended
and inhomogeneous structure, consisting of two identical3-dimensional structures, represent-
ing the electrodes, separated by a distance∆d, often referred to astunneling gap. As already
mentioned, in a MCBJ molecules can be adsorbed into the gap, forming stable tunneling con-
tacts, and allowing for the observation of electronic transport through molecular systems. Here
however, in order to keep the complexity of the system low, werestrict to the analysis of cor-
relation effects in a structure where the contacts are separated by a vacuum barrier, i.e., a QJ
without any molecule adsorbed into the tunneling gap. The advantage, in prospective for our
analysis, is that all correlation effects are with no doubt arising from the sharp contacts, and not
from the confined system bridging the junction.
Although one has some degree of freedom in the spatial arrangement of the atoms in the junc-
tion, here we will restrict to the case in which the QJs consists ofN atoms ordered according
to a simple body-centered cubic (bcc) lattice symmetry. Hence, each half of the QJ develops
symmetrically along the axis of the junction, and is made of atip atom, occupying the sharp
junction of the electrode, andNℓ layers, where each layer labeledℓ=1, ..., Nℓ (increasing with
the distance from thetip atom) contains(ℓ + 1)2 atoms. Obviously the metallic road which is
broken in the MCBJ process is infinitely long, i.e., its lengthL is large compared to thebcc lat-
tice constant. and we mimic this allowing each of the correlated atoms in the outermost layers
to hybridize with non-interacting environments, described by a flat, featureless, and symmetric
DOS. Indeed, one expects electronic correlations to be induced by the spatial confinement of
the electrons in the narrow region of the atomic contact, andCoulomb interaction to be strongly
renormalized by an efficient metallic screening already a few Å away from the edges of the
tunneling gap. Although this argument may seem rather naïve, we shall see that, even consider-
ing a structure with a few correlated layers, strong correlation effects mainly affect the lonetip
atoms, i.e., the atoms localized at the sharp edges of the twofacing structures.
For the sake of simplicity in the following we will refer to this realization asJ [Nℓ+1] structure,
i.e., containingNℓ layers in addition to atip atom. We will assume a single-band model, which
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may be suitable for Cu or Co junctions, though orbital selective tunneling processes will prob-
ably also play a role in steel (Fe alloy) or materials where the full orbital multiplet structure
needs to be taken into account. Hopping processes within thestructure are allowed between
nearest neighbor sites, with amplitudest andt′, for inter-layer and intra-layer processes, respec-
tively, andt′ will set the unit of energy. Hopping processes between the two facing structures
are instead allowed only between thetip atoms occupying the sharp edge of each structure: in
this quantum point contact realization, this hopping, defined by the parametertQPC, allows us
to directly control the size of the nano-gap∆d ≡ dQPC by changing the distance between the
structures. Each atom belonging to the outermost layer of each structure half (ℓ= 4: in short
L and R) is connected via hybridization channelsViηk = V δiη, with V = t′, to its own non-
interacting lead described by a flat, featureless, DOSρ=1/2D, the half-bandwidth arbitrarily
fixed to the valueD = 2t′. Instead of a flat DOS, one could have, maybe more consistently
assumed a3-dimensionalbccone for the non-interacting environment, but this is not expected
to qualitatively modify the results presented below.

Hamiltonian for QJs. The junction discussed above can then be formally describedby the
usual multi-impurity Anderson Hamiltonian, that we reportbelow for the sake of clearness,

H =−
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wherec†iσ (ciσ) has to be interpreted as the creation (annihilation) operator of an electron with
spinσ in a Wannier orbital centered on the correlated atomi (in a multi-orbital case,i would
be a combined site and orbital index). The chemical potential can include a gate voltageVG,
and the Hubbard interactionUi could depend on the indexi, yet, for the sake of simplicity, we
will not consider this possibility in the following. The operatorsl†ηkσ (lηkσ) describes fermionic
degrees of freedom of a non-interacting environment hybridized with some of the atoms in the
junction. In Fig. 4.1 a schematic representation of the structures considered in the following is
provided.

Comment on the configurations considered. In order to get rid of possible finite size effects,
i.e., to have a system which may be representative of the experimental one, we considered a
J [5] structure, i.e., where each half of the QJ consists of atip atom andNℓ=4 additional layers,
corresponding toN=110 atoms overall (andNineq=14 inequivalent ones). Moreover, we ana-
lyzed theJ [5] structure in two different hopping configurations: a ‘‘homogeneous’’ case with
t= t′, and an inhomogeneous’’ one, witht= 2.5t′. In both cases, we observed that electronic
correlations to drive the system toward a Mott-Hubbard crossover, localized at thetip atom(s)
and characterized by deviations from the usual exponentialbehavior of the conductance as a
function of the tunneling barrier.
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In order to test the stability of the result with the size of the system, we considered also struc-
tures with less thanNℓ=4 layers. In particular, we analyzed in detail aJ [2] structure, consisting
of a tip atom and only one additional layer for each half of the QJ, corresponding toN = 10

atoms overall (and onlyNineq=2 inequivalent ones: thetip and thelayer I atoms). It is worth
stressing that, in this realization, each of the four equivalent layer I atoms is connected to the
tip, to the nearest neighborlayer I atoms, and to its own lead. In the present context, this system
is interesting for several reasons, that we anticipate here.
One important issue is to understand whether the presence ofmany correlated layers contributes
to the emergence of the local Mott-Hubbard crossover: as we shall see the answer is ‘‘no’’ (but
not without reserve, as will be shown in detail in Sec. 4.2, inthe analysis of the results). How-
ever, taking at least one layer into account allows to show that the phenomenon is correlation-
driven and manifest itselfonly if all the atoms in the system are close to half-filling (moredetails
about this issue are also postponed to Sec. 4.2). Moreover, the reduced size of the Hilbert space
(e.g., with respect to theJ [5] structure) allows the exploration of a wider parameter range with
limited computational effort. A direct comparison with an exact solution would have been of
great importance, but it is unfeasible: due to the coupling to the leads, in the case of an ED, or
due to a severe sign-problem originating from the complicated hopping structure, in the case of
QMC.

Setting up a STM tip. A STM can be modeled analogously, and the scanning electrodeis
shaped as a single-cone-like structure, i.e., as one of the halves of the structure described above.
The atoms belonging to the outermost layer hybridize with non-interacting environments, repre-
senting the rest of the semi-infinitely extended microscope, also in this case described by a flat,
featureless, and symmetric DOS. In contrast to the MCBJ structure, thetip atom occupying the
sharp edge is directly connected to thesample, via a single hopping or hybridization channel.
However, the flexibility of nano-DMFT (and extensions) also leaves room for exploring other
setups besides this one, e.g.: i) one can consider also the sample as a spatially extended lattice
and include more tunneling channels between those lattice sites and thetip atom of the scanning
electrode, or ii) one can include adatoms between the sampleand the scanning electrode (EME
setup).
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Figure 4.1: Left panels: schematic representation of the3-dimensional QJs considered: a mechanically
controlled break junction (MCBJ, above) and a STM (STM, below). Right panel: a top view (above)
and a side view (below) show more details about the structures of th QJs, the color coding denotes
inequivalent (violet) and equivalent (cyan) atoms, due tobcc lattice symmetry, and non-interacting
environments (red).
In the representative realization of QJ shown here (denotedasJ [3] in the text) theunit structureof the
system consists of atip atom two layers, denoted aslayer I andlayer II, where electrons, due to spatial
confinement, experience an on-site Hubbard repulsionU . The correlated atoms of the unit structure
are connected by nearest neighbor hopping channelst (intra-layer) andt′ (inter-layer). Each atom
belonging to the outermost layer (i.e., the furthest from the tip) is also connected via an hybridization
channelV to a non-interacting environments, describing the bulk of the junction (where an effective
metallic screening of the interaction is assumed, see text for further details).
In the case of a MCBJ, the junction is made of two facing unit structure, separated by a tunneling
gap∆d, whose size determines the inter-tip hopping amplitudetQPC. In the case of a STM, thetip
is connected to a sample via an hybridization channelVSTM (or possibly a hopping channel,tSTM,
depending on the details to the sample).
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4.2 nano-DMFT results

The results concerning the MCBJ, presented in the following, are partially published in the
APS Journals ‘‘Physical Review Letters’’: PRL 104, 073101 (2010) [206] and ‘‘Physical Re-
view B’’: PRB 86, 115418 (2012) [207].

In the following we present the nano-DMFT analysis of correlation effects in transport proper-
ties of MCBJ: after discussing how to simulate the MCB process, we show how the conductance
profile is affected by the presenze of electronic correlation through the analysis of the electronic
structure and electronic properties of the system. Considering different realization of the MCBJ
allow to identify universal properties of the phenomenon, i.e., independently on the details of
the parameters of the model, and discuss the role of size effects.

4.2.1 What happens in the MCB process?

Here, we essentially address the problem of the relaxation of the electronic structure of
the system by changing the size of the tunneling gap∆d between thetip atoms at the edge of
the two facing structures. The physical motivation is to identify possible correlation effects,
analyzing the dependence of the conductance on the size of the tunneling gap. While in the
experiments, the MCB process is reasonably associated witha rearrangement of the electrodes’
lattice structure. Although the appropriate lattice structure could be obtainedab-initio at any
size of the tunneling gap, for the sake of simplicity we will consider it to be frozen. In the model
calculations we carried out, we can obtain an estimate the distancedQPC between thetip atoms
from tQPC, i.e., the overlap of the electrons’ atomic-like wave functions of thetip atoms. For the
tunneling amplitude between two atoms, the following following functional dependence (see
e.e.g, Ref. [231] and references therein) can be assumed

tQPC/t
′ =

( 1

dQPC/a

)α

exp(1− dQPC/a), (4.2)

whereα= l + l′ + 1, beingl andl′ the angular momentum quantum numbers associated to the
orbitals involved in the tunneling process. Herea defines the unit of length, and it is chose so
that tQPC/t

′=1 corresponds todQPC/a=1. While the above relation is reasonable in at long
distances, it evidently brakes down in the limitdQPC/a≪ 1, wheretQPC/t

′ would diverge. A
more general expression would require a detailed knowledgeof the microscopic mechanism
dominating transport on that length scale, which is highly non-trivial. In the following we
estimatedQPC according to Eq. (4.2) withl = l′ = 2, i.e., assuming ad-like orbital character
for the correlated atomic orbitals. In this respect, note that the physical phenomenon (i.e., the
local Mott-Hubbard crossover) that will be discussed in thefollowing is not affected by the
exact estimate ofdQPC, e.g., on the character of the orbital involved. However, itis convenient
to introduce a length scale: in fact, the (correlation-driven) deviation from an usual exponential
behavior of the zero-bias conductance on the width of the tunneling barrier is best observed
considering a functionG(ǫF , dQPC[tQPC ]).
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As it has been shown in Sec. 1.3.2 theelectronic conductanceG(ǫ) = e2/hT (ǫ) through a
nanostructure can be expressed in terms of thetransmission coefficient, obtained summing
over all possible transmission channels

T (ǫ) =
∑

σ

∑

i∈L

∑

i∈R

Γi|Gσij(ǫ)|2Γj, (4.3)

wherei andj run over the indexes of the correlated atoms sitting in the outermost layers of
the L (left) and R (right) half of the QJ. As already discussed, the choice of a QMC impurity
solver pose several problems in the evaluation of the Green’s function on the real frequency
axis. Hence, also in this case we will limit to consider of theconductance at the Fermi energy.
With the form (3.8) of the scattering matrix for the two-terminal conductance, one can estimate
the conductance at the Fermi energy as

G(ǫF ) =
e2

h
T (ǫF ) ≈ 2

e2

h
(2πρV 2)

2
∑

i∈L

∑

i∈R

|Gij (ıνn=πT )|2. (4.4)

Hence, the conductance depends in a non-trivial way ontQPC, through the non-local propagator
connecting the atoms belonging to the outermost layers of the two halves of the MCBJ.

Electronic structure: non-interacting case. Useful insights on the physics of the system can
be gained analyzing the electronic structure of the inequivalent atoms in the MCBJ already in
the non-interacting case. This can be done considering their local spectral functionA(ν,Γ),
which can be obtained exactly by the (trivial) analytic continuation on the real frequency axis of
the non-interacting Green’s function. Here, the dependence on the scattering rateΓ is explicit
to remind that not all the sites of the structure are directlyconnected to a lead.
Hence, in Fig. 4.2 and 4.3 we show the local spectral functionof the tip and of the only
inequivalent atom oflayer 1 in all the realization of QJ discussed above. For each atom we
compareA(ν,Γ) for representative values of the ratiotQCP/t

′, namelytQPC/t
′=0 corresponding

to the extreme case where the two halves of the QJ are far apartand the Wannier orbitals’
overlap is vanishing,tQPC= t′, andtQPC= 2.25t′, which would describe a situation where the
tips are strongly bound. While the latter value may be unrealistic, it represents an interesting
limit of the model in the presence of electronic correlations, as we will see in the following.
It is immediately clear that, already in the non-interacting limit, the local spectral function of
any of the atoms of the QJs is more complicated than the ones ofthe Q1D molecules, and
already an artificial Lorentzian broadening (δ ≈ 0.1t′) causes the tails of the peak to merge,
creating acontinuumlocal DOS, with a bandwidthW ≈4t′. This means that the level spacing
∆ǫ is not the dominating energy scale, and hence the system is not expected to behave as a QD:
in particular, this explains why, in the following we will not be able to observe conductance
quantization (only expected at temperaturesT≪∆ǫ).
The most important detail, however, is the following feature, shared by all realizations of MCBJ:
while the spectral function of thetip atom is very sensitive to variation oftQPC, as one would
expect, this has (almost) no repercussion on thelayer atoms (although we show only the atom
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Figure 4.2: Spectral functionA0(ν,Γ) of the non-interacting Q5LJ in the hopping configuration corre-
sponding tot=2.5t′ (upper panels) andt= t′ (lower panels). The portion of the occupied spectrum
(atT =0) is denoted by color filling, and the width of theδ-like peaks is determined by an artificial
broadening. Left panels: local spectral function of thetip atom (Γ=0). Right panels: local spectral
function of the firstlayer atom (Γ=0).
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Figure 4.3: Spectral functionA0(ν,Γ) of the non-interacting Q2LJ in thet= t′ hopping configuration.
The portion of the occupied spectrum (atT =0) is denoted by color filling, and the width of theδ-like
peaks is determined by an artificial broadening. Left panel: local spectral function of thetip atom
(Γ=0). Right panel: local spectral function of the onlylayer atom (Γ=0.1t′).
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belonging to the layer closest to thetip) which is not obvious. It is also important to notice
that, atU = 0, the tQPC-dependent relaxation of thetip’s electronic structure is accompanied
by a strong variation of the site-density〈n〉. The change inA(ν,Γ), and the corresponding
variation of〈n〉, suggests that already in theabsenceof electronic correlations, the relaxation
of the electronic structure of the junction has a strong influence on the tunneling current. We
shall see that, in the presence of electronic correlations it may have even more dramatic effects
and lead to unexpected phenomena.

Local Mott-Hubbard crossover. Let us consider now what happens in the presence of a lo-
cal Coulomb repulsionU = 10t′ ≈ 2.5W . We estimate the conductanceG through theJ [5]

structure according to Eq. (4.4), as discussed above, for both the "homogeneous" and "inhomo-
geneous" hopping configurations. The dependence ofG on tQPC (or equivalently, ondQPC) is
shown in the upper panels of Fig. 4.4, comparing the finiteU and the non-interactingU = 0

results. Let us begin with some consideration about the non-interacting case: in a tunneling
process, the tunneling current is expected to drop exponentially with the width of the potential
barrier. In the situation we are considering, the barrier consists of vacuum or, more in general,
of a dielectric medium present between thetip atoms of the two symmetric structures of the QJ.
Indeed, on a semi-log scale, a linear decrease of the conductanceG asdQPC increases is actually
observed for distancesdQPC/a > 1. While in the homogeneous case (t = t′) an exponential
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Figure 4.4: ConductanceG through theJ [5] structure as a function oftQPCanddQPC, where the depen-
dence (4.2) is assumed. The results fort=2.5t′ (triangles) andt= t′ (circles), atT =0.125t′, in the
presence of electronic correlations (U=10t′, red solid line) are compared to the non-interacting case
(grey dashed line) on a semi-log scale (and log-log fortQPC), highlighting the faster than exponential
drop of theG in the MCB process.
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drop ofG with dQPC is observed also at shorter distances, in the inhomogeneousone (t=2.5t′)
the conductance displays amaximumupon decreasingdQPC: this behavior may be related to the
formation of a bonding and anti-bonding pair of "extended" orbitals originated by the overlap
of the localizedtips orbitals. In the presence of electronic correlations, the conductance is in
general suppressed with respect to the non-interacting value, atanyvalue ofdQPC, yet conserv-
ing the exponential behavior in the tunneling regimedQPC/a.1, with anuniversalexponentβ:
G(dQPC)∝exp(−βdQPC/a), which does not seem to depend on the microscopic details of the
structure, i.e.,U , t, andt′.

However, in an intermediate regimedQPC/a&1 (or tQPC/t
′&1), the conductance clearly shows

a change of the exponentβ, reflected in anon-linear behavior of G(dQPC) in the logarithmic
plot of Fig. 4.4, in both hopping configurations. The fasterthan exponential conductance be-
havior alone, although suggesting this phenomenon to be correlation-driven, is not sufficient
to prove this statement. Hence, one can investigate the effect of electronic correlations on the
evolution withtQPC of local quantities, such as thesite-dependent density〈n〉=〈n↑+n↓〉 and
thedouble occupation〈d〉=〈n↑n↓〉, or the localspectral function at the Fermi energyA(0).
One realizes immediately that, as in the non-interacting case, the change oftQPC, associated to
the MCB process, mainly influences thetip atoms only, and not the other inequivalent atoms of
theJ [5] structure: in Fig. 4.5 we show the results for thetip andlayer I inequivalent atoms for
botht=2.5t′ (left block of panels) andt= t′ (right block of panels), according to the labels in
the plots. In order to understand the behavior of thetip atoms(s), it is fundamental to notice that,
in the non-interacting case, the site-dependent density〈n〉 displays a non-trivial dependence on
tQPC, and it is spatially strongly inhomogeneous, i.e., its value varies sensibly from atom to
atom in the junction. AtU = 10t′ instead, thetip are half-filled, as well as all other atoms in
theJ [5] structure1 (see e.g.,layer I atom)independentlyon tQPC. This means that the evolution
of 〈d〉 with tQPC in the non-interacting case is only reflecting the variation of the density, i.e.
〈d〉= 〈n↑n↓〉= 〈n2〉/4 (in the paramagnetic case). On the other hand, when the density is fixed
at half-filling, the suppression of〈d〉 upon decreasingtQPC is the hallmark of the enhancement
of electronic correlations due to the MCB process.
Analogously, density fluctuations can induce strong dependence ofA(0) on tQPC, due to an
asymmetric evolution of the non-interacting spectral function with respect to the Fermi energy.
At U =10t′ and half-filling instead, the suppression ofA(0) corresponds to a shift of the spec-
tral weight from the Fermi energy to the incoherent Hubbard bands.

Further confirmation of the validity of this picture comes form the site-dependent nano-DMFT
local self-energy, shown in Fig. 4.6 for thetip and layer I inequivalent atoms of theJ [5]

structure for botht=2.5t′ andt= t′ hopping configurations. Each self-energy is compared at
two selected values oftQPC/t

′, representative of two extreme cases of the MCB process: one

1let us note here, that in thet= t′ configuration, thetip atom isnot exactly half-filled in the whole range of
tQPC/t′ : indeed, this could explain why the deviation from the plainexponential behavior are less evident with
respect to thet=2.5t′ case, as will be more clear in the following.
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Figure 4.5: Evolution with tQPC of the site-dependent density〈n〉 (upper panels), double occupation
〈d〉 = 〈n↑n↓〉 (middle panels), andA(0) (lower panels), limited to thetip (red symbols) andlayer
I (blue symbols) inequivalent atoms of theJ [5] structure. The results in the presence of electronic
correlations (U =10t′, color symbols) fort=2.5t′ (triangles) andt= t′ (circles), atT =0.125t′, are
compared to the ones of the non-interacting system (grey symbols).

corresponding to the "contact" regime, i.e., when the inter-tip hopping is of the same order
of magnitude oft′ (precisely,tQPC/t

′ = 1.5 is shown), and one deep in the tunneling regime,
where the overlap between thetips’ Wannier functions is substantially reduced (tQPC/t

′=0.25).
In both hopping configurations, the imaginary part of the local self-energy of thetip atom
becomes more and more insulating-like astQPC/t

′ is lowered, consistently with the decrease of
the double occupations〈d〉 at this site, while thelayer I atom is metallic-like and almosttQPC

independent. Moreover, one can notice that in the caset= 2.5t the tip self-energy (shown in
the upper left panel of Fig. 4.6) is larger than the corresponding one fort= t′ (lower left panel)
and it is probably directly related to size of the drop of the conductanceG, shown in Fig. 4.4,
which seems to be steeper in the former hopping configuration than in the latter one.

In conclusion, we have observed deviations in the dependence of the exponential decay of
the conductance with the size of the tunneling gap in a MCBJ. While considering only trans-
port properties may lead to misinterpretations, the scenario provided by the analysis of several
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Figure 4.6: Evolution withtQPC of the local nano-DMFT self-energyΣii, atU=10t′ andT =0.125t′,
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spatially-resolved local quantities clearly show that thephenomenon is correlation-drive, and
that can be entirely ascribed at the rearrangement of the electronic structure of the lonetip atoms:
electronic correlations, due to spatial confinement of theelectrons in the narrow restriction of a
sharp QJ, are enhanced by increasing the tunneling gap, and induce a localmetal-to-insulator
Mott-Hubbard crossover of the tip atoms, which dramatically influence non-local transport
quantities through the QJ in an absolutely non-trivial way.

4.2.2 Universal features of the local Mott-Hubbard crossover

The next question we aim to answer is whether this phenomenoncan be regarded as a
general feature of atomically sharp quantum junctions. In order to proceed, we will focus on the
J [2] structure: which allows to understand if the presence of several layers of correlated atoms
is a necessary condition to observe the local Mott-Hubbard crossover. Obviously, considering
theJ [2] structure represents a huge reduction of the numerical workload with respect to the
J [5] one, and as the self-consistent solution of the nano-DMFT equations in this case require a
limited computational effort, it allows us to explore a widerange of parameters.
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Critical threshold for the Mott-Hubbard crossover. In the following we will proceed as be-
fore, i.e.: first we show the fingerprint of the local Mott-Hubbard crossover in the conductance
G through theJ [2] structure, and then we will interpret the results analyzingthe local quantities
of the only two inequivalent atoms.
The dependence ofG on tQPC (or equivalently, ondQPC) is shown in Fig. 4.7, comparing the
results for different values of the local interactionU , including the non-interacting caseU =0.
Moreover, as we have seen no qualitative difference arisingfrom different hopping structures,
here we limited ourselves to the homogeneous (t= t′) hopping configuration.
There are mainly two elements to be noticed here: (i) the universality of the exponential be-

havior in the tunneling regime, and (ii) the existence of acritical value of the interactionUc for
the hallmark of the Mott-Hubbard crossover to be observed inthe conductance.
In fact, we can see that the exponentβ, determining the exponential decrease ofG at distances
dQPC/a& 1 (as previously discussed) is the same for both theJ [2] and theJ [5] structure, and
is U/t′ independent, although the conductance is progressively suppressed by increasingU/t′.
Those universal features are shown in Fig. 4.7, where the corresponding data are compared.
However, in the regimedQPC/a. 1 (that we called contact regime) the profile of the conduc-
tance strongly depends on the structure and interaction parameters. The data for theJ [2] struc-
ture, however, show that the change ofβ is weak or even absent in the weak-to-intermediate
coupling regimeU ∼W ≈ 4t′, while is well pronounced, e.g., atU = 10t′. The change in the
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structures as a function oftQPCanddQPC, where the dependence (4.2) is assumed. The data at different
values of the interactionU/t′, for t = t′ at T = 0.125t′, are compared, highlighting the faster than
exponential drop of theG in the MCB process, taking place only above a critical value of the local
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compared to the ones of the non-interacting system (grey symbols).

exponent is also more pronounced in theJ [2] structure with respect to theJ [5] one, and this
can be ascribed to finite size effects, responsible for quantum charge fluctuations in the atoms
of theJ [2] structure.
Hence, in Fig. 4.8 we analyze local quantities of thetip andlayer I atoms for two representa-

tive values of the interactionU/t′, comparing the results to the corresponding non-interacting
ones. As in the case of theJ [5] structure, also here the physics of the system can be understood
considering the role of charge fluctuations induced by the change oftQPC in MCB process. At
U = 5t′ (right panels) thetip atom becomes half-filled only in the limittQPC/t

′ ≫ 1, so that
A(0) increases astQPC/t

′ → 0: as a consequence no change in the exponential behavior of the
conductance can be observed in the MCB process. On the other hand, atU=10t′ thetip atoms
stays half-filled on the whole rangetQPC and the strong electronic correlations induce a Mott-
Hubbard suppression of the spectral weight at the Fermi energy, as well as the change in the
exponentβ on the exponential dependence of the conductanceG on the distancedQPC, i.e., on
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Figure 4.9: Evolution withtQPC of the local nano-DMFT self-energyΣii, atU=10t′ andT =0.125t′,
for t= t′ (triangles) andt= t′ (circles), limited to thetip (red/violet symbols) andlayer I (blue/cyan
symbols) inequivalent atoms of theJ [2] structure.

the size of the tunneling gap. A similar argument can also be applied to the local quantities of
thelayer I atoms, which yet still maintain a weaktQPC dependence, in contrast to the case of the
J [5] structure. This can reasonably be ascribed, e.g., to finitesize effect, suggesting thatlayer
I is only weakly affected by thetip atom, but there is some difference betweenlayer II being
sorrelated sites or non-interacting leads.
In this respect, important information, enclosed in the site-dependent nano-DMFTself-energy,

is shown in Fig. 4.9 for both thetip andlayer I inequivalent atoms of theJ [2] structure. Already
atU =5t′, i.e., when spatial charge fluctuations induced by the change of tQPC/t

′ in the MCB
process are still allowed, and the site-dependent density is not yet locked at half-filling, the
imaginary part of thetip atoms’ local self-energy shows only a weak insulating tendency, while
one of thelayer I atoms istQPC independent. AtU = 10t′, instead, each atom in the structure
is half-filled, and strong electronic correlations are enhanced in the MCB process, contribut-
ing to a faster than exponential suppression of the conductance astQPC/t

′ is decreased. The
phenomenon can still be mainly ascribed to thetip atoms, whose imaginary part of the local
self-energy displays a remarkable insulating tendency, compared to the weak changes in the
layer I atoms’ one, astQPC/t

′→0.
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Dependence on the size of the junction. A systematic analysis of junctions of different size
also supports our claims of universality of correlation-driven phenomena induced by the MCB
process are physically sensible. We compute the conductance through a serie ofJ [Nℓ+1] struc-
tures, which only differ in the numberNℓof correlated layers beyond thetip atom in each of the
unit structure of the MCBJ, and in Fig. 4.10 we compare the results obtained forNℓ=1, 2, 3, 4

atU =10t′. The comparison confirms that the functional dependence ofG on dQPC is (almost)
independentof Nℓ in the tunneling regime (dQPC/a& 1). It is noticeable that, forNℓ > 1, also
the conductance profile in the contact regime (dQPC/a.1) does not change qualitatively asNℓ

is increased suggesting that the layers far from thetip do not play a relevant role in determining
the conductance profile. However, increasing the number oflayersNℓ determines a quantitative
suppression of the conductance with the size of the junction.

We can also consider the layer-resolved local spectral weight at the Fermi energyA(0) in
all the structures discussed above. In each of the panels of Fig. 4.11 we showA(0) for all
inequivalent atoms of the correspondingJ [Nℓ+1] structure as a function of the layer labelℓ:
here, L and R denote the outermost left and right layers of thestructure, respectively, while the
tip atoms are in the middle. The values ofA(0) that we show for two values oftQPC/t

′, are
representative of the contact (tQPC/t

′=1.5) and tunneling (tQPC/t
′=0.25) regimes. As already

discussed, one can see, e.g., in theJ [5] structure (upper left panel of Fig. 4.11), in the MCB
process,A(0) show (almost) no dependence ontQPC/t

′ in each of the layer atoms, while it is
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Figure 4.10: Main panel: Comparison between the conductanceG throughJ [Nℓ+1] structures as a
function ofdQPC (andtQPC), for t= t′ andU =10t′, atT =0.125t′. All structures share a universal
exponentβ in the tunneling regimedQPC/a&1, independently on the number of correlated layersNℓ,
as well as a qualitative behavior in the contact regimedQPC/a. 1, with the exception of theNℓ =1
case, where finite size effects connected to charge fluctuation in thelayer I atoms play a relevant role.
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Figure 4.11: Layer-resolvedA(0) for J [Nℓ+1] structures consisting ofNℓ=1, 2, 3, 4 correlated layers,
for t= t′ andU/t′ =10t′, atT =0.125t′. The suppression of thetip atoms’ local spectrumA(0) is
clearly observed comparing the data for two representativevalues oftQPC/t

′ = 1.5 (diamonds) and
tQPC/t

′=0.25 (cirles), and it is stabilized asNℓ increases.

significantly suppressed in thetip atom. A similar behavior is also observed in theJ [4] (upper
right panel) andJ [3] structures (lower left panel), yet with a slight tendency offluctuations in
the value ofA(0) to increase as the size of the MCBJ is reduced. In the extreme caseJ [2] (lower
right panel), the suppression ofA(0) with tQPC/t

′ is sensibly stronger with respect to the other
structures, and also affect thelayer I atoms, which are also the outermost ones, here.

In conclusion, we have shown that faster than exponential suppression of the conductance
with the size of the tunneling gap in a MCBJ is an universal feature of those kind of systems. We
have ascribed this phenomenon to a Mott-Hubbard crossover involving the lonetip atoms, i.e.,
to the rearrangement of the local electronic structure induced by local electronic correlations. A
necessary condition for the phenomenon to manifest requires all the atoms of the structure to
be at (or close to) half-filling: as this tendency is supported by the presence of a local Coulomb
repulsion, it results in a threshold value of the Hubbard interactionUc to observe deviation for
the expected exponential behavior of the conductance.
We have analyzed the dependence of the phenomenon on the sizeof the QJ considering several
J [Nℓ+1] structures, which differs only for the number of correlatedlayersNℓ beyond thetip
atoms in each unit structure of the MCBJ. The general behavior of the conductance and of the
layer-resolved local quantities is qualitatively the samein all the structures considered so far
and confirms that the phenomenon is a robust feature of MCBJ.
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4.3 Outlook

The above analysis rises also some questions which may be worth further investigation, as
discussed in some detail in the following.

So far we have not yet mentioned the possibility of includingnon-local correlations beyond
nano-DMFT. Although non-local spatial correlations in the3-dimensional structures considered
above arenot expected to play a determinant role due to the higher connectivity with respect
to, e.g., the Q1D molecules discussed in the previous chapter, the mere suspicion is not enough
to discard the possibility. However, the calculation of aJ [Nℓ+1] structure within nano-DΓA
requires: (i) to evaluateNineq inequivalent fully irreducible vertex functions and (ii) to solve
the parquet equations in the Hilbert space of the whole system. In this respect, to perform a
calculation at the two-particle levelwithout the efficiency improvements discussed in Sec. 3.5,
requires a prohibitively computational effort, with the present implementation of nano-DΓA.

Another important issue in this direction is includingvertex correctionsin the conductance,
which requires the knowledge of the appropriate two-article vertex function. How would the
scenario depicted above change? May one expect the featuresof the conductance, induced by
Mott-Hubbard crossover, to be possibly enhanced?

It is interesting to notice that the Mott-Hubbard crossovercan also be observed in the "ex-
treme" case of aJ [0] structure, consisting only of thetip atoms, i.e., in thetwo-impurity
Anderson Model (TIAM), as a function of the hopping parameter. However, thesystem is
particle-hole symmetric and half-filled atanyvalue oftQPC (providedµ=0 as in all cases dis-
cussed above) thus favoring the development of the local Mott-Hubbard crossover, although
a possible non-trivial dependence on the filling〈n〉 can be observed changing the on-site ener-
gies of the impurities. Moreover, due to its reduced Hilbertspace, compared to all otherJ [Nℓ+1]

structures, a complete nano-DΓA study of the TIAM, including non-local spatial correlations
and vertex corrections to the conductance, would certainlybe doable even within the actual
numerical implementation of the method.

Another possible application, that we have partly already anticipated, concerns with the
possible existence of alocal Mott-Hubbard crossover in a STM. In particular, how does the
rearrangement of the local electronic structure of the scanning tip of an STM induced by a
change in the tunneling gap (if any) influence the tunnelingcurrent? And more generally: how
reliable is the assumption that the real space profile of thetunneling current reflects locally the
spectral function of the sample? In this sense, nano-DMFT (and its extensions) can be a suitable
tool to shed light on those issues.

Obviously, the nano-DΓA is flexible enough to allow plenty of different applications. How-
ever, in order to achieve a quantitative comparison with experiments, anab-initio description
of quantum transport through complexcorrelatednanostructure seems to be mandatory, e.g.,
as an extension of the recently introducedab-initio DΓA [157].





Chapter 5

Effects of size reduction on half-doped
manganite La0.5Ca0.5MnO3

Recent experimental evidence suggests the destabilization, upon size reduction, of the anti-
ferromagnetic and charge-orbital order in the half-doped manganite La0.5Ca0.5MnO3, in favor
of a ferromagnetic metallic phase. The size-induced changes of the crystal structure are sug-
gested to be responsible for this phenomenon. Hence, we investigate the effects of size reduction
merging ab-initio and many-body methods. We perform a DFT+DMFT analysis of the bulk as
well as of a defect-free nanocluster in isolation, considering the full structural optimization of
the experimentally measured crystal structure. The present theoretical analysis is remarkably
compatible with the experimental scenario, and interestingly predicts the correlation-driven
stability of the charge-orbital state in bulk La0.5Ca0.5MnO3, even in the absence of long-range
magnetic order. We also show size reduction to be different from the application of hydrostatic
pressure. Finally, we consider a model finite-size structure, characterized by the optimized pa-
rameters of the nanocluster, in order to perform a systematic analysis as a function of system
size: preliminary nano-DMFT results suggest the onset of anorbital-selective Mott transition,
driven by an external gate voltage.

Manganese oxides, widely known asmanganites, have been one of the main areas of re-
search within the strongly correlated electrons communitysince the experimental observation
of a colossal magnetoresistance (CMR) effect [232], i.e., the overwhelming relative change of
the electrical resistance upon the application of an external magnetic field.
Indeed, manganites are fascinating compounds, and displaya complex phase diagram as a func-
tion of temperature [233, 234], pressure [235], magnetic field [233, 236], and doping [237],
characterized by spin, charge, and/or orbitally ordered phases. The properties of the ground
state are determined by the interplay of several competing energy scales, possibly including
electron-phonon and Coulomb interaction. Besides many experimental and theoretical inves-
tigations carried out for the manganites, the origin of the CMR regime and the nature of the
paramagnetic insulating (PI) phase are still unclear. In particular, among the proposed scenar-
ios, it was suggested that this physics may arise due to the presence of intrinsic inhomogeneities
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and their strong tendency toward phase separation on the nanoscale [238], or due to the local-
ization of charge carriers through lattice polarons [239, 240, 241, 242]. Hence, the knowledge
of the ferromagnetic metallic (FM) phase alone is,not sufficient to understand the CMR effect,
which requires the knowledge of the competing phases as well.
Recently, another parameter to tune the physical properties of materials, namely size, became
part of the scenario: size control is attractive from a technological point of view, as it can
be achieved chemically, at relatively low-costs. While forstrongly correlated materials, theo-
retical modeling of size-driven phenomena are rare, we pursued a study of the effect of size
reduction on the structural and electronic properties of half-doped manganite La0.5Ca0.5MnO3.
The present theoretical analysis, supported by evidences from different experimental techniques
suggests size control to be a suitable tool to tune electronic properties for functional material,
with a possible impact on technological applications.

5.1 About mixed valence manganites

It is worth to recall some basic properties of the mixed valence manganites, mainly con-
sidering the La1−xCaxMnO3 compound, in order to establish a basic knowledge and ease the
understanding of the theoretical analysis presented in thefollowing. By contrast, a in-depth
review on the vast field of manganites is certainly beyond the scope of the present work, and
we rather refer to review articles [238, 243] for a deeper reading.
The field of manganites can be dated back to the 1950’s, when Jonker and van Santen reported
the existence of ferromagnetic metallic (FM) phase in mixedcrystals of manganese oxides
LaMnO3-CaMnO3, LaMnO3-SrMnO3, and LaMnO3-BaMnO3, [236]. However, the interest of
a wide portion of the scientific community was only raised inthe 1990s, due to the experimental
observation of a large magnetoresistance (MR) effect. Indeed, the relative change in resistivity
|∆R/R(0)|= |R(H)/R(0) − 1| upon the application for a magnetic fieldH was way higher
than the one observed in artificial magnetic/non-magneticmultilayer systems: up to60% at
room temperature in thin films [233, 234]. The enthusiasm for possible technological appli-
cation was however weakened by experimental evidences [233] suggesting that a higher MR
could be obtained only at the expense of lowering, sensibly below room temperature, the Curie
temperatureTC , which determines the onset of the FM phase. At the same time,the relatively
high magnetic field necessary to induce the MR achieved,H & 1 T, in contrast toH ∼ 0.01 T
required by artificial multilayer systems, prevents manganites to be suitable for magnetic data
storage applications [238].

Crystal & electronic structure. The manganese oxides are characterized by the generic
chemical formula R1−xAxMnO3, where R is a trivalent rare-earth-metal element and A is a diva-
lent alkali-earth-metal element. The oxygen is in a O2− oxidation state and the relative fraction
of Mn4+ and Mn3+ is determined by the dopant concentrationx, determining the mixed valence
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nature of the compound. In the idealperovskite cubic unit cell, the rare earth atoms (or the al-
kali, if any) sit at cube corner positions(0, 0, 0), while the Mn atom sits at body center position
(1/2, 1/2, 1/2) and oxygen atoms sit at face centered positions(1/2, 1/2, 0). The five-fold de-
generate3d orbitals of the isolated Mn ion are split, due to the mixing with the surrounding
oxygen octahedral environment, into two manifolds: the lower energyt2g orbitals (dxy, dxz, and
dyz) and higher energyeg orbitals (d3z2−r2 anddx2−y2) as predicted within ligand field theory.1

Thet2g manifold lies below the Fermi energy, and the Hund’s exchange favors the population
of the t2g orbitals with three electrons in a3/2 spin state (Hund’s rule), while theeg orbitals
contain either one or zero electrons, depending on the valence of the Mn atom: Mn4+ are in ad3

configuration, while Mn3+ are in ad4 configuration. As the energy cost of a double occupation
within the t2g manifold is, due to the Coulomb repulsion, larger than the crystal field splitting,
the additional electron determines an asymmetric occupation of the electronically degenerate
eg states. As a consequence, the surrounding oxygen octahedraundergoes a static distortion
(Jahn-Teller effect) and elongates along thec-crystallographic direction, removing the degener-
acy and further lowering the symmetry of the system, in orderto minimize the energy of the
system. See also the upper panels of Fig. 5.1 for a schematic representation of the crystal field
and Jahn-Teller splittings.

Onset of charge, spin& orbital ordered phases. Each manganite compound displays a com-
plex phase diagram, determined by the competition of structural and electronic phases: the
termperature versus Ca doping phase diagram of La1−xCa1−xMnO3 is shown in the lower panel
of Fig 5.1 for the sake of copleteness.

As already mentioned, the FM phase plays an important role for the realization of a MR
effect (an explanation is provided in the related paragraphat the end of this section) and it has
been widely investigated in the past. Its origin is conventionally owed to thedouble-exchange
mechanism [244, 245], which allows the charge to move in manganites by the generation of a
spin polarized state. The Mneg orbitals are delocalized due to a strong hybridization withthe
O 2p, and charge transfer is hence allowed via the following process:

Mn3+
↑ O↑↓ Mn4+ −→ Mn3+

↑ O↓ Mn3+
↑ −→ Mn3+O↑↓ Mn3+

↑ , (5.1)

i.e., the initial and final states are connected by a virtualstate due to tunneling processes through
the oxygen bridging nearest neighbor Mn atoms. The effective tunneling amplitudet for the
double-exchange process is proportional to the Mn3d and O2p overlap:t∝|tdp|2/∆, where∆
is the charge transfer energy between the configurations inthe process (5.1).
The t2g orbitals, on the contrary, do not hybridize with the O’sp and are localized. In the
presence of a local Hund’s exchangeJ between theeg andt2g electrons on the Mn atoms, an
effective FM exchange develops between the localizedt2g spins belonging to nearest neighbor

1The ligand electron pair, located a the edges of the O octahedra repel with the electrons in thed orbitals of the
Mn: hence, thed-orbitals pointing toward the ligands (i.e., theeg) are higher in energy with respect to the ones
pointing between them (i.e., thet2g).
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Figure 5.1: Upper panels: crystal field splitting of the five-fold degenerate3d manifold into lower
t2g and highereg levels. Mn3+ atoms, due to the asymmetric filling of theeg manifold, are Jahn-
Teller active, and undergo an elongation of the MnO6 octahedron, determining further splittings
in both manifolds. The3d orbitals are sketched on the right-hand side: the red/blue color coding
indicates positive/negative charge, respectively. Lowerpanel: temperature versus Ca dopingx phase
diagram for the La1−xCaxMnO3 compound, the colors highlight the different crystal structures, while
the electronically ordered phases are separated by black (solid or dashed) lines. The red solid line
is a guide to the eye tracing the temperature evolution of thehalf-doped compound from a high-
temperature paramagnetic insulating phase, through a FM metallic one (belowTC) to an AF insulating
and CO state (belowTCO). The right-hand side inset shows the complex charge, orbital, and magnetic
order in the CO phase. Adapted after Ref. [238].
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Mn, and it is mediated by the hopping processes of the itinerant eg electrons. Indeed, in the
range0.2<x<0.5, a stable FM phase is observed also in the bulk La1−xCaxMnO3 compound.

However, many manganite compounds, including La1−xCa1−xMnO3, display also features which
indicate strong deviations from double-exchange behavior. The charge and orbitally ordered
state observed in the bulk half-doped manganite La0.5Ca0.5MnO3 is one of the fascinating phe-
nomena exhibited by those compounds. Bulk La0.5Ca0.5MnO3 displays a charge-ordering (CO)
transition atTCO=155 K, associated with a real space ordering of Mn3+/Mn4+ species in a1:1
pattern. It is accompanied by orbital ordering (OO) and a structural change from orthorhombic
to monoclinic symmetry, giving rise to an insulating groundstate [247, 248, 249, 250, 251].
Below 155 K, the crystal structure is of monoclinic symmetry (P21/m) and an AF order sets
in [252]. The magnetic structure is characterized by the so-called ‘‘CE’’ order, consisting of
zigzag FM chains that are coupled AF in the crystallographicac plane. Theac planes are
stacked AF along the crystallographicb-direction. A noteworthy feature of the crystal struc-
ture concerns the Jahn-Teller distortions: while Mn1 atoms display sizable distortions, with
two long bonds along the FM chain and four short bonds, the Mn2 atoms on the zigzag chains
display instead negligible distortions, with nearly similar Mn-O bond lengths. Moreover, the
average Mn2-O distance is smaller than that of Mn1-O [247].

Being at the edge of a strongly first order transition upon cooling [246], and bridging two
phase characterized by completely different order, the CE and the FM ones, the half-doped
La0.5Ca0.5MnO3 represents a peculiar system susceptible to external perturbations. Indeed, the
insulating CO state has been reported to be destabilized, infavor of a FM metallic phase, by
various means, including magnetic field [253], doping, biaxial strain, pressure [254], and elec-
tric field [255]. Recently, a few experimental studies on La0.5Ca0.5MnO3 [256, 257, 259], as
well as on La0.9Ca0.1MnO3 [258] and Pr0.5Ca0.5MnO3 [259], reported that the destabilization of
the CO state can be achieved even through size reduction. Theroute through size control also
opens up the possibility of exploring the tunability of the CO-OO state and of the associated
MIT between the FM and CE ordered phases.

The origin of MR effect: insights from multilayer systems. While the underlying mecha-
nism controlling the CMR in the CO AF phase of half-doped in manganites is still a matter of
debate [238], it is interesting to discuss the MR effect in the context of trilayer systems, e.g.,
following the simple arguments of Ref. [261]. It shows that the coexistence of FM and AF
tendencies may give rise to the MR effect, and suggests a similar behavior may be determined
by the destabilization of the CO order in the half-doped manganite La0.5Ca0.5MnO3.

It is well-known that impurities in metals are screened by the surrounding conduction elec-
trons, inducing oscillations in the electron density that decays as a function of the distance from
the impurity (Friedel’s oscillations). Analogously, the presence of a magnetic impurity induces
decaying oscillation in the spin polarization of the electron density, which can influence the
spin orientation of a neighboring impurity. Hence, the exchange coupling between the impurity
magnetic moments will result into a FM or AF alignment, depending on their relative distance.
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The discovery of AF coupling between the iron layers of a Fe/Cr/Fe trilayer system [260] can be
remarkably explained in this terms, where the thickness of the non-magnetic (NM) layer affects
the nature of the magnetic exchange.
The presence of FM iron layers stacked AF, i.e., with an alternating magnetization, determines
a MR effect. below we provide an intuitive explanation of thephenomenon restricting, for the
sake of simplicity, to a model FM/NM/FM trilayer system.
Let us consider the electrical current flowing through the system, carried by the conduction
electrons. In a FM background, the resistance experienced by spin up and spin down carriers
within a given layer will differ, as well as the resistance originating by scattering processes at
the FM/NM interface. On the other hand, within the NM layer, electrons in both spin channels
experience the same resistance, but generally this is low compared to the one within the FM lay-
ers, and here will hence be neglected. For the sake of simplicity we will include the resistance
through the FM layer and due to the scattering at the interface in the effective parametersR↑

Figure 5.2: Left panels: schematic illustration of the electronic structure of a trilayer system, made
of two FM layers (light green) separated by a NM layer (grey).Sample DOSN(E) of 3d and4s
orbitals for the spin up (blue) and spin down (orange) components are shown: the magnetization
caused by an excess population in one of the the spin channelsis indicated by the thick arrows
above/below the DOS. At zero magnetic field (H = 0, upper panel) the FM layers are stacked AF,
i.e., with magnetization pointing in opposite direction. In the presence of an external magnetic field
(H 6= 0, lower panels) each FM layers have the same polarization, inducing a negative MR∆R =
R(H) − R(0). Right panels: circuit representation of the trilayer system. In a FM background the
effective parameterRσ taking into account the resistance due to charge transport within the FM layer
and the one originating by scattering processes at the FM/NMinterface will be different for the two
spin components. After Ref. [261].
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andR↓, labeling the resistance in the different spin channels.
Under those conditions one can calculate the overall resistance experienced by a current

flowing through the system, which is conveniently obtainedconsidering the spin up and spin
down components of the current separately. In the configuration in which the FM iron layers
are AF stacked, which is realized in the absence of an external magnetic field,H = 0 (up-
per panels of Fig. 5.2) the spin up component of the current will experience a resistanceR↑

(transport within the left-hand side FM layer and through the NM/FM interface) and a resis-
tanceR↓ (transport through the NM/FM interface and within the right-hand side FM layer), i.e.,
it experiences an overall resistanceR↑+R↓. Analogously, for the spin down component the
magnetic environment results to be ‘‘reversed’’, but the overall resistance that it experiences
is R↓+R↑, i.e., identical to the spin up component. Combining the resistances in parallel, it
yields an overall resistance at zero fieldR(0) = 1

2
(R↓+R↑). In the presence of a magnetic

field H instead, the FM iron layers are FM stacked (lower panels), sothat the spin up and spin
down components of the current experience a resistance2R↑ and2R↓, respectively, yielding
an overall parallel resistanceR(H) = 2R↑R↓/(R↑+R↓). The MR is, hence determined by
∆R=R(H) − R(0) =−1

2
(R↑−R↓)

2/(R↑+R↓), so that the larger the difference between the
resistances of the individual spin components, the higher the MR.

As already discussed, charge transport in manganites is associated to the double-exchange pro-
cess, and it is realized by effective Mn-Mn hopping processes through the bridging O atoms.
One may hence expect a similar behavior: in the AF phase the system is insulating, and the
resistance is huge, while in the FM metallic one, carriers are mobile and experience a lower
resistance. The main issue relies on the possibility to trigger the transition, e.g., by the destabi-
lization of the AF insulating phase by means of a reasonably weak external magnetic field, at a
temperature which is easily accessible for applications (most likely room temperature). While
in the bulk those conditions are not met, the recently reported effect of size reduction include,
e.g., a lowering of the field required to melt the CO ordering[259].
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5.2 Realistic model for manganites

The onset of the CE magnetic ordering in doped manganites cannot be explained within the
double exchange model, and more recent theoretical analyses had invoked an important role
played by the Jahn-Teller distortions, occurring at the Mn3+ ions, together with the Coulomb
interaction [262, 263, 264]. Hence, in the following we study the effect of size reduction on the
CO-OO state of La0.5Ca0.5MnO3 (hereafter LCMO) by using a combination of DFT and DMFT:
by extracting anab-initio bandstructure through the self-consistent solution of th Kohn-Sham
equations, one is able take into account, e.g., Jahn-Tellerdistortions, while DMFT allows to
include strong electronic correlations beyond DFT, entailed by local Coulomb interactions.

For the DFT calculations, we used a combination of two methods: (a) plane-wave-based
pseudopotentials and (b) muffin-tin orbital (MTO) based onlinear muffin-tin orbital [127] and
Nth order MTO (NMTO) [128]. For (a) we used projected augmented wave (PAW) pseudopo-
tentials with an energy cutoff of450 eV and performed calculation within a spin polarized gener-
alized gradient approximation (GGA) [125] as implemented in the Viennaab-initio Simulation
Package (VASP) [265, 266, 267, 268]. From a self-consistentDFT calculation, a low-energy
model, consisting of twoeg orbitals per Mn ion, was constructed using the NMTOdownfolding
technique. The following Hubbard Hamiltonian was defined in the downfolded NMTO basis

H =
∑

imjm′

∑

σσ′

timjm′c†imσcjm′σ′ −∆ǫ
∑

im

∑

σ

nimσ

+ U
∑

im

n†
im↑nim↓ +

∑

imm′

∑

σσ′

(U ′ − Jδσσ′)nimσnm′σ′ − J S
∑

im

(nim↑ − nim↓), (5.2)

wheretimjm are the elements of the one-particle GGA Hamiltonian in the downfolded NMTO
Wannier orbitals; the Coulomb interaction betweeneg electrons is parametrized in terms of an
intra-orbital Coulomb interactionU=5 eV and a Hund’s exchangeJ=0.75 eV, taken from the
literature [269] and represent realistic values for doped manganites. In case degenerate orbitals,
e.g. thet2g orbitals in a cubic symmetry, the Hamiltonian has to be invariant under orbital
rotation, yielding the relationU ′ = U −2J , which is, however, often considered a sensible
choice also when the degeneracy is only fulfilled approximately [121], as in the present case,
where theeg are split by the Jahn-Teller crystal field. Furthermore, the eg orbitals are coupled
to a (classical) spin representing the half-filled and localized t2g electrons byJ =1.35 eV [262].
Hamiltonian (5.2) was solved within DMFT(HF-QMC) in the same spirit as previously carried
out in Ref. [262] in the context of pure LaMnO3. Finally,∆ǫ is the parameter that takes into
account the site-dependent double-counting corrections [129] (see below).

With respect to the standard DFT+DMFT method, the present case exhibits further com-
plications. Among the eight Mn atoms contained in the LCMO monoclinic unit cell, one can
identify threelocally inequivalent types ofMn atoms: there are two pairs of ‘‘trivalent’’ (i.e.,
Mn3+-like) atoms, Mn1(1) and Mn1(2), and four ‘‘tetravalent’’ (i.e., Mn4+-like) Mn2 atoms.
Any exact treatment of non-local correlation effects within the LCMO unit cell, e.g., in the
same fashion as in Ref. [141] in the context of monoclinic VO2, is hardy feasible. Therefore,
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we employ atwo-fold approximation: we neglect the inter-orbital elements of the local Green’s
function at each Mn site, and we also neglect non-local spatial contributions between Mn sites
i andj within the unit cell. Hence, for each of the inequivalent Mn atoms one can define an
auxiliary two-orbital AIM. The solution of each auxiliary impurity problems yields a purely
local self-energy, as shown in Fig. 5.3. Considering that, within this approximation, to each
equivalent atoms corresponds the same local self-energy, one can define a matrix self-energy
for the whole unit cell, which is diagonal both in the site andthe orbital indexes. The self-energy
is used to update the Green’s function and the previous stepsare iterated till self-consistency.
This procedure formally corresponds to the multi-orbital generalization of the approximation
scheme already introduced in Sec. 2.4 in the case of finite systems, applied here to the LCMO
unit cell.

Moreover, due to the presence of inequivalent Mn atoms, it was necessary to explicitly
consider asite-dependentdouble counting corrections, in terms of a site-dependent density
and an average Coulomb interaction defined as [121]

∆ǫ→ Ũ =
U + (M − 1)U ′ + (M − 1)(U − 3J))

(2M − 1)
, (5.3)

whereM is the number of orbitals in the low-energy model. In the present caseM =2, as we
restrict ourselves to the Mneg orbitals, andU ′ = U − 2J due to (approximate) cubic symmetry
of the perovskite unit cell, resulting in an averaged interaction Ũ = U − 5

3
J which takes into

account the mutual screening of theeg orbitals.

Figure 5.3: Approximate scheme employed to treat the inequivalent Mn atoms within the
LCMO unit cell. Each type of locally inequivalent Mn atoms, i.e., Mn1(1), Mn1(2), and
Mn2, is mapped onto an auxiliary two-orbital AIM, labeled|0〉 and|1〉 and representing the
NMTO downfolded basis of theeg orbitals. The solution of each auxiliary AIM yields a of
local2×2 (diagonal) self-energy matricesΣi

eg(ν): collecting them and exploiting their sym-
metry relations yields a self-energy matrix for the whole unit cell, which is used to update
the Green’s function by means of the Dyson equation.
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5.2.1 GGA+DMFT results: bulk & nano structure

The results presented in the following, concerning the size-control of the charge-orbital order-
ing of LCMO are based on the paper published in the APS Journals ‘‘Physical Review Letters’’:
PRL 107, 197202 (2011) [272].

In the following we show how we performed theab-initio analysis of bulk and nanoscale
LCMO, in order to compare the systems’ crystal and electronic structure in a physically sen-
sible context. The spin polarized calculations suggest thechanges in the crystal structure, due
to size reduction, to be held responsible for the destabilization of the CE phase in favor of a
FM metallic one, already within DFT. Including electronic correlations within DMFT indicates
a trend toward CO and OO even in the absence of long-range order. Finally, we show the
structural and electronic changes, induced by the application of hydrostatic pressure, to lead to
a different scenario compared to the one determined by the effects of size reduction.

Crystal structure ab-initio & comparison with experiments. In order to build the mono-
clinic unit cell of LCMO, we considered the experimentally measured structure [247], hence-
forth referred to asSexpt, and we performed the structural optimization, yielding the structure re-
ferred to asSbulk, in order to compare with parameters ofSmodel (see below) on the same footing.
The performed DFT calculations showed the CE insulating phase to be stable by18 meV/f.u.
over the FM metallic solution. The calculated electronic structure in terms of density of states
and magnetic moments are found to be in good agreement with those reported previously in
literature [270].

In order to study the problem of nanoscale LCMO, we first created a large supercell in the
monoclinic structure, from which a cluster of diameter2−3 nm having approximate spherical
shape was cut out (cf. Table 5.1). In the construction of the clusters, care has been taken to main-
tain the stoichiometry as closely as possible. For this structure, referred to asSnano, we carried
out a full structural optimization: the positions of the atoms were relaxed towards equilibrium,
using the conjugate gradient technique until the Hellmann-Feynman forces [271] became less
than0.001 eV/Å. Following this procedure, the2 nm cluster contains a total of370 atoms and
the3 nm cluster contains a total of700 atoms, pushing it to the limit of our DFT structural opti-
mization. In order to perform the DFT calculation on the cluster, a simple cubic supercell with
periodic boundary conditions was used, where two neighboring clusters were kept separated by
10 Å, which essentially makes the interaction between clusterimages negligible.
The considered DFT cluster sizes are smaller than the experimental realizations [256] of sizes
15 nm. Hence only the inner region of the above constructed clusters of2−3 nm size is ex-
pected to mimic the prototypical behavior of the experimentally studied clusters. In order to
understand the consequences of the size-controlled structural changes for such relatively larger
clusters, we hence constructed a model bulk system, which werefer to asSmodel. It is built
out of the structural units belonging to the innermost core and the next to the core layer of the
optimized LCMO in the nanoscale geometrySnano and subsequently imposing the symmetry
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considerations, as shown in detail in Table 5.1. The construction ofSmodel leads to consideration
of the local oxygen environments around Mn atoms as well as the tilt and rotation connecting
two MnO6 octahedra, the same as that in the core region ofSnano.

Thelattice parametersand the Mn-O bond lengths ofSmodel are compared to the bulk struc-
tureSbulk in Table 5.2. The detailed structural information can be obtained in the supplemental
material (SM) of Ref. [272]. We find that the lattice parameters ofSmodel. show substantial re-
duction compared to those ofSbulk. The change in thea parameter appears to be the largest with
a change of about0.19 Å, with moderate changes in theb andc parameters, of0.09 Å. Qualita-
tively, this trend of reduction in lattice parameters and also the nature of reduction agree very
well with the crystal structure data extracted from x-ray diffraction of nanoclusters of LCMO
of 15 nm size (cf. Fig.4 in Ref. [256]). We note that the reduction in lattice parameters in
the model structure gave rise to about6% reduction in the volume compared to that of the bulk
system; the first experiments [256] report a2% reduction. In this respect, let us notice that the
6% reduction was obtained forSmodel constructed out ofSnano of 3 nm, while a similar proce-
dure forSnano of 2 nm gave rise to larger volume reduction (8%): this indicates that the volume
reduction increases upon decreasing cluster size, justifying the difference between the obtained
volume reduction on the2−3 nm cluster and the experimentally observed volume reduction on
the15 nm cluster. One of the important structural quantities is theorthorhombic strain :

OS‖ = 2
(c− a)

(c+ a)
, OS⊥ = 2

(a+ c−
√
2b)

(a+ c+
√
2b)

, (5.4)

where OS‖ gives the strain in theac plane, while OS⊥ is that along theb axis. ForSbulk, the
orthorhombic strain is highly anisotropic with a negligible value of OS⊥ ≈ 0.002 and a high
value of OS‖ ≈ 0.021. ForSmodel, we find instead the orthorhombic strains to be comparable:
OS⊥≈0.02 and OS‖≈0.01. This trend is also in very good agreement with experimentalresults
by Sarkaret al. [256], where the where the lattice parameters have been inferred by powder
X-ray diffraction (XRD) measurements.

However, the experimental scenario is not lacking ambiguity: while the suppression of the
CO state upon size reduction it is a well established phenomenon, its origin is not yet clear. In-
dependent experimental investigations [274, 275, 276] reported that the lattice parameters and
unit cell volume are slightly larger than in the bulk counterparts, and that the room temperature
Pbnm perovskite structure, lattice distortion, Mn-O distances, and octahedral tilt are practically
unaffected by the particle size. The inconsistency of the experimental data point to the difficul-
ties connected to the experimental synthesis of manganite clusters, e.g., impure phases, grain
boundaries, and non-stoichiometry. It is indeed known thatvariation from perfect stoichiometry
may strongly affect the magnetic properties of both bulk andnano samples, see e.g., Ref. [276]
and references therein.

However, the present theoretical calculation is devoid of these difficulties and unbiased
toward any experimental structure, as we perform a completegeometrical optimization of a per-
fectly stoichiometric nanocluster. The theoretical optimization, carried out at zero temperature,
shows structural changes involving (i) a reduction in volume and (ii) a change in orthorhom-
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Table 5.1: Construction of the model structures analyzed within DFT. As a starting point the experi-
mentally measured LCMO structureSexpr was considered. A structural optimization was performed
to obtain the lattice parameters for the bulk monoclinic LCMO structureSbulk; the different inequiv-
alent La, Ca, Mn and O atoms are labeled accordingly. Definition Snano: an approximately spherical
LCMO cluster of2−3 nm size was cut out of aSexpr supercell, and a structural optimization was
performed; the MnO6 octahedra belonging to the outermost surface layer, next tothe surface, and
core region, are shown in magenta, brown and blue, respectively. As only the core region of the
2−3 nm size nanostructure can be considered representative of the experimental15 nm cluster, a
structural unit was extracted from the shaded region ofSnano and used to buildSmodel: (i) structural
unit chosen from Snano already defines the lattice parameter,c; (ii) applying inversion about Mn1(1)
atom, the lattice parametera is defined; (iii) applying mirror reflections passing through apical oxy-
gens (marked as dashed lines) the lattice parameterb is defined; (iv) the fully constructed unit cell of
Smodel. La/Ca atoms are not shown for clarity. Adapted after Ref. [272].

Table 5.2: Lattice parameters and Mn-O bond lengths (in Å) ofSmodel in comparison toSbulk. The
entries for the Mn-O bond length from left to right correspond to that along the FM chain, between
the FM chains, along theb-direction, and the average. In the case of Mn2-O the average distance with
the inequivalent O atoms along each given direction is taken[272].

Sbulk Smodel

Lattice parameters a=5.47, b=7.58, c=5.48 a=5.28, b=7.49, c=5.39
Mn1(1)-O 2.18 1.93 1.94 2.02 1.97 1.92 1.91 1.93
Mn1(2)-O 2.09 1.92 1.94 1.98 1.97 1.92 1.91 1.93
Mn2-O 1.92 1.92 1.94 1.93 1.92 1.88 1.92 1.91
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bic strain from an highly anisotropic one in bulk to a nearly isotropic one on the nanoscale.
Those structural changes are indeed is in qualitative agreement with the experimental findings
in Ref. [274] in which the low-temperature structural data,which are the relevant ones for
the CO phase, differ significantly between the bulk and the nanoclusters. It confirms that our
constructed model structure captures the essential structural changes in the nanoscale surpris-
ingly well, and proves that the role of surface beyond what isalready taken into account in
construction of the model structure is small.

Destabilization of CO order. Next, we calculated the electronic structure forSmodel and com-
pared it with that ofSbulk. In order to understand the following results, it is useful to recall that
the main result from the analysis of the crystal structure isthe reduced difference between the
average Mn1-O and Mn2-O bond lengths inSmodel than inSbulk. Hence, one expects that the
charge disproportionation (CD) between Mn1 and Mn2 sites to decrease inSmodel. Furthermore,
we note that forSbulk the difference between the longest and the shortest Mn-O bond-lengths is
large for Mn1 and tiny for Mn2. This gives rise to the crystal field splitting∆ between the two
Mn eg states, Mn3z2-r2 and Mnx2−y2, as large as0.63 eV for Mn1 sites and less than0.02 eV
for the Mn2 sites. In contrast forSmodel, the bond length differences are much more similar for
both types of Mn sites. This is reflected in similar∆’s for the nanomodel, i.e.,0.15 eV for Mn1
sites and0.10 eV for Mn2 sites. Together these two effects weaken CO as well as OO inSmodel.
This ordering is important to stabilize the AF structure found in the bulk. Indeed, with charge
and orbital ordering weakened, we find FM to be stable by20 meV in Smodel, in accordance
with the experimental observations [256, 257].

The microscopic origin of the size-controlled transition from AF to FM, therefore, can be
traced back to the size-induced structural changes. The correspondingdensity of states(DOS)
of Sbulk with AF ordering of Mn spins, in comparison to that ofSmodel with FM ordering, are
shown in Fig. 5.4. Considering the DOS forSbulk, the crystal field splitting due to the Jahn-
Teller distortions between Mn3z2-r2 and Mnx2 − y2 is clearly seen. In the majority spin
channel, Mn3z2-r2 states at the Mn1 site are more occupied than the Mn3z2-r2 states at the
Mn2 site, giving rise to CD between Mn1 and Mn2. We also find OO at the Mn1 sites with a
preferential occupation of Mn3z2-r2 over Mnx2 − y2. The CO, although incomplete, together
with the AFM spin ordering gives rise to an insulating solution with a small but finite gap at
EF already at the DFT level. Considering the DOS ofSmodel, we find that the splitting between
Mn 3z2-r2 and Mnx2 − y2 is less pronounced and the Mn1 d and Mn2 d states to be similar.
The reduced∆ together with the increased bandwidth, compared to the bulkstructure, drives
Smodel to a metallic phase with a finite density of states at the Fermi energyEF . The increased
bandwidth is caused by the reduction in volume as well as by the FM ordering which allows
hopping processes within a double exchange mechanism [244,245].

Role of electronic correlations. So far we have discussed the effect of the changes of the
crystal structure, in particular in terms of the distortions of the oxygen environment, due to
size reduction. Those effect have a direct influence on the electronic structure of the system
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and seem to play a determinant role in the destabilization ofthe charge, orbital and magnetic
order observed in the bulk. However, as the electronic configuration of the Mn atoms involve
an open3d shell, strong correlation effects are naturally expected,and their relevance, e.g., in
determining the nature of the pressure-induced MIT or pure LaMnO3 [262] or in CMR spectra
in doped compounds [263] has been recently shown.
While at the nanoscale spatial confinement, and possibly the lack of a proper metallic screening
of the Coulomb interactions, may enhance correlation effects, the interplay between electronic
correaltions and the lattice distortions is highly non-trivial. Hence, it is reasonable to investigate
the role of electronic correlation in the absence of long-range magnetic order, i.e., considering
a paramagnetic ground state. The analysis of the broken symmetry phase is more complicated:
besides requiring the implementation ofad hocself-consistent DMFT equations [98], in the
present case one has also to be careful to properly take into account the presence of the inequiv-
alent kinds Mn sites within the unit cell, and is therefore postponed to future works.

In order to take into account theinfluence of the missing electronic correlationsin GGA, we
performed (paramagnetic) DMFT calculations for bothSbulk andSmodel structures. We consid-
ered the low-energy Mneg-only Hubbard Hamiltonian (5.2), obtained by menas of the NMTO
downfolding technique from a apramagnetic GGA calculation.

Let us considerSbulk. Theorbital occupations of the three types of inequivalent Mn sites,
listed in Table 5.3: already at the DFT level (in brackets) the two types of inequivalent Mn1
sites are more occupied than the Mn2 sites. In this respect, calculations performed for the half-
doped manganite Pr0.5Ca0.5MnO3 by Anisimov et at. [273] showed negligible CD. The CD

Figure 5.4: GGA spin-polarized DOS, projected onto Mn1 d (black solid line) and Mn2 d (green solid
line) states calculated for the CE insulating phase ofSbulk (left panel) and the FM metallic phase of
Smodel (right panel). The positive and negative values corresponds to the majority and minority spins,
respectively. The zero of energy is set atEF . Adapted after Ref. [272].
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Figure 5.5: GGA+DMFT spectral functionA(ν) (solid lines) for theeg states of three inequivalent
classes of Mn atoms, for theSbulk andSmodel structures, compared to the corresponding GGA param-
agnetic DOS (dashed lines). The black and green lines correspond to the3z2 − r2 andx2 − y2 states,
respectively. Adapted after Ref. [272].

obtained in the present case is presumably driven by the significant Jahn-Teller effect at the
Mn1 site. In addition to the CD, within DFT the system also displays orbital order. Electronic
correlations enhance both kinds of ordering dramatically,making CO and OO nearly complete.
This establishes the correlation-driven stability of CO and OO with almost complete CD in the
paramagnetic phase.
Furthermore, we compute the DFT+DMFTspectral function for bothSbulk andSmodel, obtained
via the analytic continuation of the QMC data by means of MEM.In the presence of electronic
correlations, spectral weight is transferred to high frequencies in the form of Hubbard bands:

Table 5.3: Orbital occupations〈n〉=〈n↑ + n↓〉 for Mn 3z2−r2 (first entry) andx2−y2 (second entry)
states, calculated within GGA+DMFT for the different inequivalent types of Mn atoms in the unit
cell of Sbulk andSmodel. In brackets the corresponding GGA occupancions are given [272].

Sbulk Smodel

3z2−r2 x2−y2 3z2−r2 x2−y2
Mn1(1) 0.87 (0.50) 0.01 (0.11) 0.52 (0.31) 0.09 (0.20)
Mn1(2) 0.85 (0.47) 0.01 (0.12) 0.72 (0.38) 0.04 (0.19)
Mn2 0.04 (0.15) 0.09 (0.25) 0.16 (0.21) 0.16 (0.25)
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the almost complete CD and enhanced orbital polarization (OP) at the Mn1 sites determines the
opening of a gap at the chemical potential of the the DFT+DMFTspectral function for the bulk
structure even without long-range spin ordering, as shown in the left panel of Fig. 5.5. Note
the opening of the charge gap is stabilized by long-range Coulomb interactions which, being
neglected in DMFT, in the present calculation reduce to their Hartree contribution, taken into
account on the GGA level. However, in the DFT paramagnetic DOS the charge disproportion-
ation is incomplete and the insulating solution is obtainedonly by assuming the long-range AF
spin ordering.

Turning toSmodel, the DFT occupancies show Mn3+-like and Mn4+-like sites to be similar
with only a weak CD. The inclusion of the correlation effectsthrough DMFT enhances CD
to some extent following the trend seem forSbulk. However, CD remains incomplete with
an average occupation of Mn3+-like and Mn4+-like sites of〈n〉 ≈ 0.6−0.7 and 〈n〉 ≈ 0.3,
respectively, in comparison to the values〈n〉 ≈ 0.9 and〈n〉 ≈ 0.1, respectively, obtained for
Sbulk. At the same time, this leads to a metallic DFT+DMFT spectralfunction forSmodel, with
finite weight at the chemical potential, as shown in the right panel of Fig. 5.5.

The above analysis conclusively establishes that size reduction leads to the weakening of
charge disproportionation. Note that, althoughSnano does not maintain strict stoichiometry, the
constructedSmodel is strictly stoichiometric, pointing to the fact that destabilization of CO is
driven by the structural changes due to size confinement, rather than due to deviation from
half-doping.

Comparison with the system under pressure. As one of the major structural changes upon
size reduction is the volume compression, it is worthwhile to compare the structural and elec-
tronic changes induced by size reduction to those occurringunder hydrostatic pressure. To this
end, we carried out calculations of LCMO, with uniformly reduced lattice parameters with6%
reduced volume, the atomic positions being optimized in DFT, referred to as structureSpress.
The details of the optimized structure are given in the SM of Ref. [272]. Following the self-
consistent DFT calculations onSpress, the Mneg only low-energy Hamiltonian was constructed
and the corresponding Hubbard Hamiltonian was solved usingDMFT. Compared toSmodel, we
find that at the DFT level CD and orbital polarization are much weaker, even though the volume
is the same. In this less polarized configuration, where allMn sites are filled with〈n〉≈0.5 elec-
trons (i.e.,1/8 filling) and electronic correlations are less relevant. The DMFT orbital and site
occupations remain very similar to the DFT values with〈n〉 ≈ 0.4−0.6 electrons per site, and
the system is far away from a metal-insulator transition (MIT). This leads us to conclude that
the nanoscopic system is much closer to a MIT than bulk La0.5Ca0.5MnO3 under hydrostatic
pressure. Although compression of volume and Mn-O bonds happens both in nanoscale and
on the application of pressure, the larger OS‖ in the case of nanoscale compared to that under
pressure makes the Mneg bandwidth smaller for the former, through reduction in Mn-O-Mn
bond angle. The size reduction and application of hydrostatic pressure, therefore, should be
considered as two very different routes.
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In conclusion, we have studied the effect of size reduction on charge-orbital order in half-
doped LCMO manganites. within DFT+DMFT. Our analysis indicates that the size reduction
leads to a substantial reduction in volume as well as a changein the nature of the orthorhombic
strain. The structural changes under size reduction are responsible for a weakening of both
charge and orbital ordering, making the ferromagnetic metallic state energetically favorable
compared to the CE-type AF insulating state, which is the ground state of the bulk structure.
While such effect has been observed, the experimental situation is faced with difficulties, like
the possible presence of impure phases, the grain boundaries, and non-stoichiometry. The the-
oretical calculations were carried out considering a perfect nanocluster in isolation, and, there-
fore, devoid of such complications. Through construction of the model structure, the issue
of non-stoichiometry was also avoided. Furthermore, we predict the nanoscopic system to be
closer to the MIT in comparison to the system under pressure with the same amount of volume
reduction, suggesting that the structural changes inducedby size reduction an by the application
of hydrostatic pressure to be of different nature.

In this picture, the role of electronic correlations is to enhance a preexisting CO order, which
is entwined with the amplitude of the crystallographic distortions. Hence, electronic correlation
can either result in dramatic effect, as in the bulk, where strong tendencies toward CO ordering
are predicted also in the absence of long-range order, or be weaker, as in the nanocluster (or in
the system under pressure), leading to an incomplete CD.
Beside static Jahn-Teller distortions, one may also consider the lattice dynamics by introducing
an electron-phonon coupling. The interplay between strongcorrelations and lattice distortion
allows to explain the insulating nature of the paramagneticstate, in which electrons are easily
trapped as Jahn-Teller polarons [263]. In the present framework, the electron-phonon coupling
could also play a role: it can either favor or contribute to the destabilization of the CO order,
depending whether it enhances the differences between the Mn1 and Mn2 octahedra. How-
ever, due to the non-trivial interplay between the Coulomb repulsion and the electron-phonon
coupling, a prediction in this sense may be hazardous.
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5.2.2 nano-DMFT results for finite-size nanocluster

The results presented in this section are still unpublished.

The theoretical DFT+DMFT results discussed above are remarkably consistent with the experi-
mental observations, and also suggest the possibility of a size-driven MIT. As we have already
mentioned, the relatively high magnetic field (H & 1 T) necessary to trigger a CMR effect in
the manganites, compared the one of artificial multilayer systems, represents the major draw-
back of those compounds and prevent their employment for possible technological applications.
Obviously, a system close to a phase transition is instead highly susceptible to the application
of external perturbation, including electric or magnetic field, hydrostatic or chemical pressure,
and mechanical stress. Hence, size-engeneered LCMO clusters at the verge of the MIT consti-
tute a promising possibility for a tunable device. In this respect, a systematic analysis of the
properties of manganites as a function of size would be indeed highly desirable.
In order to investigate a LCMO nanocluster within DFT+DMFT,we need to define a suitable
lattice model, characterized by the lattice parameters obtained by a DFT structural optimiza-
tion. As discussed, the results obtained suggest the lattice distortions to be responsible for the
destabilization of the AF insulating phase, hence pointingout the key role of the structural
optimization. Unfortunately, the numerical workload associated to this process is already chal-
lenging in the case of a2− 3 nm size nanocluster (to be compared to the15 nm cluster realized
in the experiments), and theab-initio realization of larger clusters is not feasible. Therefore,we
need to find an alternative method to study the size dependence of the electronic structure, and
eventually of the magnetoresistance of LCMO nanoclusters.

Interfacing DFT & nano-DMFT. In this respect, the flexibility of the nanoscopic extension
of DMFT may be a suitable alternative, if supplied with a realistic input extracted from DFT.
Hence, we build a finite-size structure of Mn atoms, henceforth referred to asSfinite. This is
done extracting a crystal unit from the core region ofSfinite, replicating it in all directions and
then cutting out a cluster having approximate spherical shape. Note that the hopping parameter
used forSfinite are extracted from the core region ofSnano, and hence are determined by the
lattice parameters and distortions obtained by means of theatomic relaxation ofSnano.

In order to understand what kind of result nano-DMFT would yield, in the following we
consider aS [46]

finite structure, i.e., a nanocluster made ofN =46 Mn atoms overall, corresponding
to Nineq = 23 inequivalent atoms due to inversion symmetry. The system isdescribed by the
low-energy Hamiltonian (5.2) where the sums over the Mn indexes is now limited by the finite
size of the nanocluster, i.e.,i=1, ..., N . The on-site energy of botheg orbitals of each Mn atoms,
as well as the hopping amplitudes between nearest neighbor Mn atoms are extracted from the
NMTO downfolded real-space one-particle Hamiltonianhimjm′ , while the interaction parame-
ters are those discussed in Sec. 5.2 and considered in the previous analysis. It is important
to notice that, in order to obtain a highly symmetric nanocluster, which is important to lower
the number of inequivalent atoms, such a procedure may yields a system which deviates from
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perfect stoichiometry. For instance, in the present realization of the LCMO nanocluster there is
an unbalance of Mn1(1), Mn1(2) and Mn2 atoms which slightly deviates from the ration1:1 :2,
as indeed it contains12 : 12 : 22 Mn atoms, respectively (see also 5.3). This would most likely
have an effect on the physics of the system.
Another issue to consider in the interface between DFT and nano-DMFT concerns the double
counting corrections, which is highly non-trivial, as already discussed in the context of the stan-
dard DFT+DMFT. Here, we correct the on-site energy of each Mnatom with an Hartree-like
term Ũ nim, where we take for̃U the averaged Coulomb potential (5.3) and fornim the GGA
density of each type of Mn atoms in the monoclinic unit cell ofSmodel.

Once all the elements of the multi-impurity Anderson Hamiltonian have been defined, one
can proceed to the numerical solution of the system, by meansof nano-DMFT. Employing the
nano-approximation, each locally inequivalent Mn atom is mapped onto an auxiliary two-orbital
AIM, describing the correlated Mneg orbitals interacting with a classicalt2g spin. The solution
of each auxiliary AIM yields a local2×2 (diagonal) self-energy matrixΣi

eg(ν). According to the
symmetry relations defining the equivalent sites, a self-energy matrix for the whole nanocluster
is build, and it is used to update the Green’s function by means of the Dyson equation. The
process is iterated until self-consistency.
Before turning to the results, let us notice that the number of strictly locally inequivalent atoms
is sensibly higher than all the previously presented applications of nano-DMFT. Besides the

Figure 5.6: Schematic representation of the chosenS [46]
finite structure: red, blue, and green color corre-

spond to the inequivalent types of Mn atoms, labeled Mn1(1),Mn1(2), and Mn2 atoms, respectively.
Within nano-DMFT, for each locally inequivalent atom one can define an auxiliary AIM: six for each
type of Mn1 atoms and eleven for the Mn2 atoms overall. The solution of each auxiliary AIM yields
a local2×2 (diagonal) self-energy matrixΣi

eg(ν).
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intrinsic differences between Mn1 and Mn2 atoms, one would expect the main differences
(among atoms belonging to the same Mn class) to arise betweenatoms of the inner region
(henceforth ‘‘bulk’’ atoms) and atoms on the surface of the nanocluster (henceforth ‘‘surface’’
atoms). Although a sharp separation between the two kinds ofatoms cannot be done, a naïve,
yet intuitive, way to discriminate bulk and surface atoms would be to consider each atom’s
connectivity within the present realization of theS [46]

finite structure. Hence, one can label as surface
atoms the Mn atoms withz = 2, 3 nearest neighbors, and as bulk atoms the ones withz = 4, 5, 6

nearest neighbors.

Electronic structure. In the following, we present preliminary results of nano-DMFT para-
magnetic calculations for theS [46]

finite cluster. According to the nominal valence of the Mn3+ and
Mn4+ atoms in the nanocluster, an average occupancy of (almost, due to off-stoichiometry) half
an electron per atom is required to achieve charge neutrality, as for bulk La0.5Ca0.5MnO3. At
this density one does not expect strong correlation effects. However, as already discussed, a
nanoscopic system can be contacted to macroscopic charge reservoirs, so that the amount of
electric charge within the cluster would depend on the equilibrium chemical potential of the
junction, and can also be controlled by means of a gate voltageVG. In the weak-hybridization
regimeΓ≪U, T (let us recall here, thatΓ=2πρV 2 is the scattering amplitude to the reservoir
DOSρ for an hybridization strengthV ), the effect of the reservoir on the local spectrum of the
nanocluster would be negligible. Hence, one can consider the isolated nanocluster and perform
a systematic study as a function ofVG.

In Fig. 5.7 the results for thespectral weight at the Fermi energyA(EF ) are compared to
theorbitally-resolved occupationsper selected sites〈nim〉= 〈nim↑ + nim↓〉 and averaged on
the whole cluster〈n〉cluster=

1
N

∑N
i=1

1
2

∑2
m=1〈nim〉, as a function ofeVG, wheree is the electric

charge, for theN=46 sites cluster,
At eVG=0 all Mn atoms inS [46]

finite are half-filled, with on average one electron pereg orbital,
and display a charge gap at the Fermi energy. A divergent imaginary part of the nano-DMFT
self-energy in Matsubara representation in botheg orbitals suggests that the system is a Mott
insulator. The Mott phase persists untileVG ≈ 1 eV, when the occupation of the low-lyingeg
level (thex2 − y2 in the case of Mn1 and the3z2 − r2 in the case of Mn2) is driven out of half-
filling and undergoes a transition to a metallic state, while the othereg level remains insulating.
This is confirmed by the corresponding imaginary part of theself-energy displaying a typical
FL behavior for the former, and diverging for the latter. In this regime all kind of Mn atoms
display orbital polarization, but only a weak CD between Mn1 and Mn2 atoms is observed.
The orbital selectiveMott phase is destabilized at higher voltage values: ateVG ≈ 2 eV both
orbitals of Mn2 atoms exhibit metallic character, while Mn1 3z2 − r2 are still blocked into the
Mott insulating phase tilleVG&2.5 eV. This suggests that the crystal field splitting∆ between
the Mn eg orbitals is similar for the Mn1 atoms and larger than in the Mn2 ones. Above a
voltage threshold the transition to the metallic phase is complete, and further increasingVG
rapidly weaken correlations effects, as the average cluster occupation〈n〉clusterdecreases.
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Figure 5.7: Evolution as a function of the gate voltageVG of the spectral weight at the Fermi en-
ergyA(EF ) and orbitally-resolved occupations〈nim〉 for representative bulk (left panels) and sur-

face (right panels) Mn atoms of theS [46]
finite structure. Solid and dashed lines correspond to the

3z2 − r2 and x2 − y2 states, respectively, while the dot-dashed line denotes the cluster average
〈n〉cluster =

1
N

∑N
i=1

1
2

∑2
m=1〈nim〉. The insets show the imaginary part of the local self-energy

Σ(ıνn) in Matsubara representation for selected values ofeVG.
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Figure 5.8: Representative nano-DMFT spectral functionA(ν) of three inequivalent classes of Mn

atoms, located in the bulk (left panles) at the surface (right panels) of the theS [46]
finite structure, for

eVG =0 (upper panels) andeVG =3.7 eV (lower panels). Solid and dashed lines correspond to the
3z2 − r2 andx2 − y2 states, respectively.
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In order to further shed light on the nature of the Mott phaseselectronic phases suggested by the
previous analysis, it is useful to consider the nano-DMFTspectral function of representative
atoms of theS [46]

finite structure, which are obtained via the analytic continuation of the QMC data
by means of the MEM. The resulting spectral function, shown in Fig. 5.8 for some represen-
tative bulk and surface atoms of theS [46]

finite, confirm the orbital selective character of the Mott
phase, as a function of the gate voltageVG.
At eVG=0 (upper panels) all spectra display a charge gap of orderU at the chemical potential.
Concerning the Mn1 atoms, the energy shift between the3r2−z2 andx2−y2 states, reminiscent
of the crystal field splitting due to the static Jahn-tellerdistortions, is clearly visible in both the
lower and the upper Hubbard bands. This determines, in the lower Hubbard band, the states
with x2 − y2 character to lie closer to the Fermi energyEF than the3r2 − z2 ones. While the
evolution of the spectral function upon increasingVG is non-trivial, the splitting is probably
responsible for thex2 − y2 states to crossEF before the3r2 − z2 ones, as can be observed in
the upper panels of Fig. 5.7 related to the Mn1 atoms. In the Mn2 atoms instead, the spectral
function ofx2 − y2 and3r2 − z2 states look quite similar.
At largeeVG, i.e.,eVG=3.7 eV, as shown in the lower panels of Fig. 5.7, both orbitals of all the
atoms considered display a finite spectral weight atEF (the value depending both on the orbital
and on the kind of Mn atom). In general, we observe that there is no substantial qualitative
difference between the bulk and surface atoms (of the same Mnkind). The reason for this is
probably the size of the system considered, and more pronounced differences are expected upon
increasing it.

In conclusion, we have investigated a finite-size LCMO nanoclusterS [46]
finite, which we have build

replicating the unit cell of the core region ofSnano. Depending on the filling, which can be
controlled by means of a gate voltage, we observe different electronic phases. At half-filling
strong electronic correlations dominate and each Mn atom isin a Mott-like insulating phase.
Driving the system away from half-filling, we observe a widerange of voltages in which the
system displays a site-dependent orbital selective Mott phase, which is probably determined by
the Jahn-Teller splitting between theeg states in the Mn3+-like atoms. Further lowering the
filling weakens electronic correlations and drives the nanocluster to a paramagnetic metallic
phase.
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5.3 Outlook

Concerning the theoretical analysis of bulk and nanoscale half-doped manganite LCMO, we
have shown that, by means of DFT+DMFT, one is able to provide an independent confirmation
of the recent experimental scenario [256, 257, 258, 259], suggesting the destabilization of the
CO order to be determined by the structural changes of the orthorhombic distortions and Jahn-
Teller splittings, upon size reduction.

We also considered a finite structure, with the aim to investigate clusters of different size,
expanded in all three dimensions around their center of symmetry. This is certainly possible
from the point of view of the numerical workload, within nano-DMFT. However, issues may
rise to obtain the proper hopping parameters, due to the lackof a proper atomic relaxation of
larger finite clusters. Anab-initio calculation beyond the3 nm cluster is not feasible. However,
we expect further atomic relaxation to be important in the evolution of the nanocluster physical
properties toward a bulk behavior.

Moreover, while the Coulomb interaction certainly plays animportant role in determining the
electronic properties of the manganites, one should also consider theeffects of the electron-
phonon interaction and its interplay with the Coulomb repulsion. How may the coupling
between the electronic and lattice degrees of freedom modify the present theoretical picture?
Another interesting point also concerns the analysis of thesystem in the (spontaneously) broken
symmetry phases. Alternatively one can break the symmetry by means of the application of
an external magnetic fieldH, and compute the resistanceR(H), e.g., from the static optical
conductivityσ(Ω=0) [263], and estimate the CMR.



Conclusions

In the field of strongly correlated electronic systems, theoverwhelming amount of experi-
ments which can be realized in modern research laboratoriesleads frequently to the discovery
of novel physical phenomena. However, for many of those phenomena, a comprehensive un-
derstanding of their microscopic origin remains elusive. This is often due to the theoretical
difficulties to deal with many-body effects entailed by electronic interactions. In particular,
in the case of nanoscopic systems, the confinement of electrons into narrow, low-dimensional
regions as well as the lack of a proper metallic screening areexpected to enhance their mu-
tual interactions. As a result, at the nanoscale, the physics is often dominated by electronic
correlations.

This work aims towards a better understanding of correlation effects, in nanoscopic sys-
tems, where very little is known beyond the framework of impurity models. To this end we
developed a novel tool, based on existing many-body techniques, whose flexibility allows us to
access electronic and transport properties of complex nanostructures, involving many degrees
of freedom and inhomogeneities, in the presence of strong electronic correlations. Supported
by the results obtained on a variety of systems, we believe that the proposed scheme may have
the potential to establish itself as a breakthrough for numerical simulation in this field.

In this respect, chapter 1 is meant to give an overview on the world of nanoscopic systems,
both from the experimental and theoretical point of view. The first part describes the systems
of interest and the experimental techniques which are relevant in the context of this work. In
the second part we discuss the interplay between the different energy scales in the framework
of standard models, such as the Anderson impurity model (AIM), which is an important tool
for the description of electronic correlations. In this context, we show the fingerprints of strong
electronic correlations at the nanoscale, e.g., the Coulomb blockade and the Kondo effect, which
heavily affect electronic and transport properties of the system. The latter are mainly investi-
gated by means of transport spectroscopy, which representsthe main contact between theory
and experiments. Hence, in the last part of this chapter we discuss the formalism of quantum
transport in nanoscopic systems, and the connection to the theoretical evaluation of the electri-
cal conductance.

The aim of chapter 2 is to introduce the many-body theory employed in the rest of this
work. A natural starting point is the dynamical mean-field theory (DMFT) and its justification



164 Conclusions & Outlook

as the local approximation for the self-energy of infinite-dimensional fermionic lattice models.
In particular, we derive the well-known self-consistent equations of the mapping on the AIM,
and discuss some details of the impurity solvers employed inchapter 3, 4 & 5. We illustrate the
density functional theory (DFT) and its interface with DMFT, which was necessary to obtain a
realistic description of manganites systems (see chapter 5).
In nanoscopic systems, also correlation effects beyond mean-field are expected to be of impor-
tance, and require to consider extensions of DMFT. A brief overview on the available tech-
niques can convince that, among those, the most suitable to be applied to nanoscopic systems
is probably the dynamical vertex approximation (DΓA). In this respect, we introduce the two-
particle and parquet formalism at the basis of DΓA. The last part of this chapter is devoted
to the description of the novel method we developed to apply DMFT and DΓA to correlated
nanostructures (see chapters 3 & 4).

In chapter 3 we test the nano-DMFT and nano-DΓA methods on models of quasi one-
dimensionalπ-conjugated ring molecules. The availability of a numerically exact benchmark,
due to the few degrees of freedom involved, make those systems an ideal reference system to
explore the effects of electronic correlations. Hence, it allows us to understand the reliability
of the approximation employed. Scanning the parameters space we identify the regions where
local and/or nonlocal electronic correlations are relevant. In particular, both a high-connectivity
within the nanostructure and the hybridization to non-interacting metallic leads rapidly suppress
non-local spatial correlations, so in a wide range of parameters and structures the nano-DMFT
is a reliable approximation. In the opposite limit, non-local spatial correlations may heavily
influence the physics of the ring, generally driving the system toward an insulating phase. This
can be directly observed in the suppression of both the spatially-resolved one-particle elec-
tronic spectral function and the intrinsically non-local transport properties, i.e., the conductance
through the nanostructure.
In specific cases, we include non-local correlations beyond mean-field by means of nano-DΓA,
which generally leads to an improvement over nano-DMFT [those results are not yet published].
The analysis in the direction of molecular systems, however, is far from being exhaustive and
calls for further systematic investigations. Possible research lines include the investigation of
interference effect in ring nanostructure in the presence of a magnetic field (Aharonov-Bohn
effect) as well as transport properties through nanostructures bridging magnetic or supercon-
ducting leads. On the other hand, the evaluation of two-particle vertex functions represents
a challenging numerical task and requires further development of numerical tools in order to
improve both the efficiency and the applicability of the method.

In chapter 4 we exploit the versatility of nano-DMFT to buildmodel structures for to simu-
late mechanically controlled break junctions, where a vacuum gap bridges two facing contacts
made of several correlated atoms, resulting in a tunneling barrier. In the presence of electronic
correlations, we predict deviations from the exponential dependence of the conductance on the
width of the barrier, expected in the case of tunneling in a point-contact geometry. A spatially-
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resolved analysis of the electronic structure of the junction indicates a strong tendency towards
a metal-to insulator transition (or rather a crossover) involving the atom sitting at the sharp
edge of each of the contacts. In contrast the rest of the system is weakly affected by the size
of the tunneling gap. The calculations carried out for several realizations of quantum junctions,
suggests the phenomenon to be a general feature, which may even be observed experimentally,
e.g., detecting the conductance anomaly in transport measurements.
In the above analysis, the crystal structure of the junctionis kept fixed. While on one hand
this allows to disentangle the effects of electronic and lattice rearrangements, on the other hand
it may be not a realistic description of the experimental conditions. Structural effect could be,
nevertheless, taken into account resorting to the combination of the present approach withab-
initio techniques.

In the last chapter, we discuss an important contribution that we made to clarify the con-
troversial experimental scenario on the effect of size reduction on the half-doped manganite
La0.5Ca0.5MnO3. The destabilization upon size reduction of the complex charge-orbital (CO)
and antiferromagnetic ordering is an uncontested experimental evidence. However, its interpre-
tation is somehow unclear due to possible issues regarding the quality of the sample. Hence, we
study a defect-free and stoichiometric cluster through thecombination ofab-initio DFT(GGA)
& DMFT methods, to be able to compare the results to the case ofthe bulk on equal footing.
This allows us to identify the changes of the lattice parameters due to size reduction, and the re-
sulting crystal field, as the microscopic origin of the destabilization of the ordered phase. While
DFT alone already provides a remarkably qualitative agreement with the experiments, DMFT
also suggest that electronic correlations favor the realization of a CO ordering even in the ab-
sence of a long-range magnetic order.
The above results are obtained neglecting dynamic lattice distorsions (phonons). However, it
is well known that the coupling between the electronic and lattice degrees of freedom, and its
interplay with the Coulomb interaction and the Hund’s exchange, play a relevant role in bulk
manganites, Hence, a reasonable question arise: how does the above scenario for the manganite
nanocluster change in the presence of electron-phonon coupling?
As a final remark, we notice that the above method, due to its computational complexity, is
limited to clusters of a few nm. Hence, a thoughtful analysisas a function of size of the ex-
perimentally realized clusters size, ranging from15 nm to a fewµm (the latter displaying bulk
properties), although highly desirable, is hardly feasible. In this respect, we presented some pre-
liminary results suggesting that cluster of different sizecould be investigated with nano-DMFT.





Appendix A

Linear Response conductance

In the following we provide the details of the derivation of the linear response conductance
through an extended interacting system.

Decomposition ofKRL(ıΩl). Below, we derive the decomposition (1.71) of the current-current
correlation function into a bubble term and the vertex corrections. For the sake of clearness, we
recall the definitions (1.67) of the correlation function

Kαα′(ıΩl) =

∫ β

0

dτ
〈

TτJα(τ)Jα′(0)
〉

eıΩlτ , (A.1)

whereα, α′ = L,R, and the expression (1.68) of the current flowing in and out the scattering
region (compare also with Fig. 1.8, which indicates the verse of the positive current) reads

JL = ı
∑

σ

VL(c
†
1σcℓσ − c†ℓσc1σ), (A.2a)

JR = ı
∑

σ

VR(c
†
rσcNσ − c†Nσcrσ). (A.2b)

Explicitly substituting the expression of the current (A.2) in the correlation function (A.1) yields

KRL(ıΩl) =(ıVR)(ıVL)
∑

σ

∫ β

0

dτ eıΩlτ

×
〈

Tτ

{

c†rσ(τ)cNσ(τ)c
†
1σ(0)cℓσ(0)− c†rσ(τ)cNσ(τ)c

†
ℓσ(0)c1σ(0)

− c†Nσ(τ)crσ(τ)c
†
1σ(0)cℓσ(0) + c†Nσ(τ)crσ(τ)c

†
ℓσ(0)c1σ(0)

}〉

. (A.3)

As each term within the time-ordered product is formally a non-local two-particle Green’s func-
tion (or generalized susceptibility) which can be written in terms of its Fourier representation

χσσ′

ikℓm(τ1, τ2, τ3) =
1

β3

∑

νν′

∑

ω

χσσ′

ikℓm(ν, ν
′, ω) eiντ1e−i(ν+ω)τ2ei(ν

′+ω)τ3 . (A.4)
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The above relation can be used to evaluate the imaginary timeintegral as

∫ β

0

dτ χσσ′

ikℓm(τ, τ, 0) eıΩτ =
1

β2

∑

νν′

χσσ′

ikℓm(ν, ν
′,Ω), (A.5)

which defines the physical susceptibilityχσσ′

ikℓm(Ω). The generalized susceptibility itself can
naturally be decomposed into a bubble term, describing the independent propagation of two
particles, and the vertex corrections, as

χσσ′

ikℓm(ν, ν
′,Ω) = −βGkℓσ(ν + Ω)Gmiσ(ν)δνν′δσσ′ (A.6)

−
∑

{j}∈S

Gj1ℓσ(ν + Ω)Gmj4σ(ν
′)F σσ′

j1j2;j3j4(ν, ν
′,Ω)Gkj2σ′(ν ′ + Ω)Gj3iσ′(ν ′).

Replacing the integral of each time-ordered product with the susceptibility (A.4) and hence with
the expression (A.5) and its decomposition (A.6) with the proper index structure, the correlation
function (A.3) can be recast as

Kbubble
RL (ıΩl) =− (ıVR)(ıVL)

1

β

∑

n

∑

σ

(A.7a)

×
[
GN1σ(ıνn + ıΩl)Gℓrσ(ıνn)−GNℓσ(ıνn + ıΩl)G1rσ(ıνn)

−Gr1σ(ıνn + ıΩl)GℓNσ(ıνn) + Grℓσ(ıνn + ıΩl)G1Nσ(ıνn)
]

Kvertex
RL (ıΩl) =− (ıVR)(ıVL)

1

β2

∑

nn′

∑

σσ′

∑

{j}∈S

(A.7b)

×
[
Gj11σ(ıνn + ıΩl)Gℓj4σ(ıνn)−Gj1ℓσ(ıνn + ıΩl)G1j4σ(ıνn)

]

× F σσ′

j1j2;j3j4
(ıνn, ıν

′
n, ıΩl)

×
[
GNj2σ′(ıν ′n + ıΩl)Gj3rσ′(ıν ′n)−Grj3σ′(ıν ′n + ıΩl)Gj4Nσ′(ıν ′n)

]
,

yielding the form (1.71) in terms of the bubble and vertex corrections contributions.

Analytic continuation of the correlation function. For the sake of simplicity, let us consider
the bubble contributions and the vertex corrections separately.

In order to perform the analytic continuation of thebubble contribution to the correlation
functionKbubble

RL rely on the analytical properties of the bare current vertexλα(ıνn, ıνn + Ωl) in
the complex plane. Introducing the complex variablesz andω in place of the fermionic and
bosonic Matsubara frequency, respectively, the bare vertex is defined as

λα(z, z + ω) = (1− 2δαL) ıV
2
α [gα(z + ω)− gα(z)], (A.8)

where the prefactor just takes into account the proper sign,i.e.,∓ for α=L,R respectively. As
the bare current vertex (A.8) is defined in terms of the non-interacting Green’s function of the
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Im(z)

Im(z) = 0

Re(z)

Im(z + ω) = 0

Figure A.1: Contour integral (red solid line) in the
complex plane, chosen in order to perform the an-
alytic continuation of the bubble contribution to
the current-current correlation functionKRL(ıω).
The poles of the bare vertex functionλα(z, z+ω)
are located along the (dashed) lines Im(z) = 0
and Im(z + ω) = 0 of the complex plane, divid-
ing it into three regions, labeled byk = 1, 2, 3.
Within each region, the corresponding bare ver-
tex, defined in terms of the leads’ non-interacting
Green’s function, is analytic.

leads at the interface sites, its poles are located along thelines Im(z) = 0 and Im(z + ω) = 0.
Those lines divide the complex plane into three regions, which are labeled by the additional
indexk=1, 2, 3 and whereλ[k]α (z, z + ω) is analytical in both of its arguments.

In order to perform the analytic continuation of the bare vertex in each of those regions,
one has to make the appropriate choice to shift in the complexplane the position of the poles
of bothgα(z) andgα(z + ω) case by case, i.e., introducing the substitutionsz→ ǫ ± ı0+ and
ω → Ω ± ı0+. In practice, this is done using the standard technique [90]to replace the sum
over the Matsubara frequency with an energy integral over the a proper contour in the complex
plane, as shown in Fig. A.1, in each of the regions.

The bare vertexλ[k], analytically continued to the real axis, assumes the following form

λ[1]α = (1− 2δα) ıV
2
α [g

r
α(ǫ+ Ω)− grα(ǫ)], (A.9a)

λ[2]α = (1− 2δαL) ıV
2
α [g

r
α(ǫ+ Ω)− gaα(ǫ)], (A.9b)

λ[3]α = (1− 2δαL) ıV
2
α [g

a
α(ǫ+ Ω)− gaα(ǫ)], (A.9c)

wheregr,a(ǫ) are the corresponding retarded and advanced analytic continuation of the Green’s
function of the leads.
As for Ω → 0 bothλ[1]α andλ[3]α will eventually vanish, the only term eventually contributing
to the linear conductance is the one proportional toλ

[2]
α , so that the bubble contribution to the

retarded correlation functionKr
RL (dropping the irrelevant terms) reads

Kr
RL(Ω) = −

∑

σ

∫ ∞

−∞

dǫ

2πı
[f(ǫ+ Ω)− f(ǫ)] (A.10)

× λ
[2]
L (ǫ, ǫ+ Ω)Ga

N1σ(ǫ)λ
[2]
R (ǫ, ǫ+ Ω)Gr

1Nσ(ǫ+ Ω),

wheref(ǫ) = (eβǫ+1)−1 is the Fermi distribution of the electrons in the scatteringregion, and
ǫ is the energy measured with respect to the Fermi level. If oneperforms carefully the limit
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Ω→0, the bare vertex reduces to

λ[2]α =(1− 2δαL)2πıV
2
α ρ

r
α(ǫ), (A.11)

whereρrL,R(ǫ) is the DOS of the L or R lead, given by the imaginary part of the retarded Green’s
functiongrL,R(ǫ). Defining

Γα=2πV 2
α ρ

r
α(ǫ), (A.12)

and rearranging all the prefactors, the limit (1.65) yieldseventually the expression for the con-
ductance (1.77) that we report below, for the sake of clearness

G = 2
e2

h

∫ ∞

−∞

dǫ
(

− ∂f(ǫ)

∂ǫ

)

T (ǫ), (A.13)

where the (spin-independent) transmission coefficient (1.78) reads

T (ǫ) = ΓL(ǫ)G
a
1N (ǫ)ΓR(ǫ)G

r
N1(ǫ). (A.14)

On the other hand, the analytic continuation of thevertex correction term of the current-current
correlation function, i.e.,Kvertex

RL , is quite complex and a complete derivation is beyond the scope
of this work. Therefore, we just provide the result and a brief discussion of its derivation.

Following Oguri [89], the analytic continuation can be doneaccording the Eliashberg theory
of the analytic properties of the vertex part [91]. As a function of three complex variables,
F (z, z, ω) has poles along the horizontal lines Im(z)=0 and Im(z + ω)=0, along the vertical
lines Im(z′)=0 and Im(z′+ω)=0, and along the diagonals Im(z−z′)=0 and Im(z+z′+ω)=0.
The latter divide the complex plane into16 regions, in each of whichF (z, z, ω) is analytical in
all of its arguments. Analogously to the bubble term, the integral performed along the proper
contour in each region of the complex plane yields the corresponding analytic continuation.
However, one can show that most of those contributions actually vanish as the analytically
continued frequencyΩ→ 0, either becauseλ[k]α → 0, in this limit, if k= 1, 3 (according to the
properties of the bare current vertexλ[k]α , as discussed above), or due to the Fermi distribution
function arising from the contour integral [89]. Hence, theonly non vanishing contribution to
the linear conductance has the form

Λ
[2]
R;j4j1(ǫ, ǫ) = λ

[2]
R (ǫ, ǫ)δj1NδNj4 + P

[2]
R;j4j1(ǫ, ǫ), (A.15)

whereP [2]
R;j4j1(ǫ, ǫ) has a complicated expression in terms ofF (ǫ, ǫ, 0) and accounts for the vertex

corrections. Hence, the scattering rates change accordingly as

ΓL = 2πρLV
2

L ,

ΓR;j4j1 = 2πρRV
2

R δj1NδNj4 + P
[2]
R;j4j1(ǫ, ǫ).

(A.16)

The above results modify the (spin-independent) transmission coefficient (A.14) as

T (ǫ) =
∑

j1,j4∈S

ΓL(ǫ)G
a
1j4

(ǫ)ΓR;j4j1(ǫ, ǫ)G
r
j11

(ǫ), (A.17)

yielding the final expression (1.80), which includes vertex corrections.



Appendix B

About the asymptotic behavior of
correlation functions

In the HF-QMC method, widely employed within DMFT (and its extensions) as a solver
for the impurity problem [93, 103, 113], one has to switch back and forth between the fre-
quency and the time representations by means of a Fourier Transform (FT). The intrinsic lim-
itation, imposed by the numerics, to a finite grid in any of the Fourier-conjugated domains
deeply influences the accuracy of the FT, in particular concerning the asymptotic behavior of
the Matsubara correlation functions (e.g., Green’s functions and two-particle susceptibilities).
An improper treatment of the asymptotic behavior may lead toinaccurate, possibly unphysical,
results. Hence, the FT has to be performed with care.

In the following we discuss the usual method employed to improve the quality of the FT
within HF-QMC, relying on an expansion in terms of itsspectral moments. We focus mainly
on the asymptotic behavior of the one-particle Green’s function, while we also briefly discuss
a possible strategy to be applied to the susceptibility. In particular we provide the details neces-
sary to apply the method in the framework of the nanoscopic extension of DMFT. For the sake
of clearness, below we recall the relevant multi-impurity Anderson Hamiltonian

H =−
∑

ij

∑

σ

tijc
†
iσcjσ − µ

∑

i

∑

σ

c†iσciσ + U
∑

i

c†i↑ci↑c
†
i↓ci↓

+
∑

iηk

∑

σ

(Viηkc
†
iσlηkσ + V ∗

iηkl
†
ηkσciσ) +

∑

ηk

∑

σ

ǫηkσl
†
ηkσlηk, (B.1)

and the generic element of the inverse Matsubara one-particle Green’s function

{
Ĝ−1

}

ij
(ıνn) = ıνnδij + tij −

∑

ηk

ViηkV
∗
jηk

ıνn − ǫηk
− Σij , (B.2)

where we recall thati, j are the real-space indexes labeling the position of the sites of the nanos-
tructure, whileη labels the non-interacting environment with the dispersion relationǫηk.
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Asymptotic behavior and FT within the HF-QMC. Within the nanoscopic extension of
DMFT, one deals with electronic correlations by mapping theoriginal system into a set of
auxiliary AIMs. Each of the local AIM is defined by a Weiss field G0(ıνn), and (within the
present implementation) its numerical solution is obtained with a HF-QMC solver. However,
in order to perform the QMC sampling, one needs to switch to the imaginary time domain,
defining the FT of the Weiss field

G0(τ) =
1

β

∑

n

G0(ıνn) eıνnτ . (B.3)

In the HF-QMC, the sampling is performed on auxiliary fluctuating Ising fields, living on a
discrete imaginary time grid in the interval[0, β) [103]. The sampled dataG(τ) can be projected
back, by means of another FT, to the frequency domain

G(ıνn) =

∫ β

0

dτ G(τ) e−ıνnτ , (B.4)

where the Dyson equation is most conveniently evaluated, inorder to extract the (local) self-
energy. Due to the discrete sampling procedure, the number of time slicesL spanning the
time domain defines the Nyquist frequencyπL/β as the maximum frequency of the Fourier
component that can be obtained without aliasing error. However, the accuracy of a discrete FT
is poor already below the Nyquist frequency. The importanceof obtaining a reliable FT in the
whole frequency domain can be understood if one considers that many physical quantities are
directly evaluated from the Green’s function, e.g., the density 〈n〉=1−G(τ =0−), also related
to the sum over the Matsubara frequencies of the Green’s function.

In order to improve the asymptotic behavior of the one-particle Green’s function, one relies
on a high-frequency expansion in terms of thespectral momentsM (k)

ij , which are determined
only by the Hamiltonian. The knowledge of few low-order spectral moments allows to deter-
mine the coefficient of a suitable polynomialmodel function g(ıνn) for which (i) the asymp-
totic behavior is the same as the one of the original Green’s function, and (ii) the corresponding
FT g(τ) is knownanalytically. While the model function recovers the asymptotic behaviorof
the Green’s function in the high-frequency regime, it presumably provides a poor description
of the low-energy physic of the system, enclosed in the Green’s function. Hence, provided the
output of the QMC sampling, one can define

∆g(τ) := G(τ)− g(τ), (B.5)

so that the FT (B.4) can be written as

G(ıνn) = g(ıνn) +

∫ β

0

dτ ∆g(τ) e−ıνnτ = g(ıνn) + ∆g(ıνn), (B.6)

where the FT of the difference function∆g(τ) has to be performed numerically. However
∆g(ıνn), which encloses all the information about the low-energy physics, isby construction
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asymptotically vanishing forν→∞ and its numerical evaluation does not introduce any errors
in the asymptotic behavior of the Green’s function.
While the above construction allows for an analytical treatment of the asymptotic behavior,
the numerical FTτ → ν is still unstable, as the range in which∆g(ıνn) is required, usually
extends far above the Nyquist frequencyπL/β. In order to overcome this problem, one usually
employs aspline interpolationof ∆g(τ) which yields the difference function on a finer grid:
L→ L̃≫ L, corresponding to a lareger Nyquist frequency. A possible implementation of the
spline, including physical boundary conditions for the interpolation, is also discussed in this
appendix.

An analogous procedure is required to evaluate the FT (B.3) involving the Weiss field (al-
though this usually requires no additional interpolation). In particular, a careful treatment of the
asymptotic behavior of both the one-particle Green’s function and the Weiss field is relevant
for the evaluation of the self-energy, obtained by the Dysonequation

Σ(ıνn) = G0
−1(ıνn)−G−1(ıνn), (B.7)

which tends to be unstable in the high-frequency regime due to the matrix inversions. Within
DMFT (and its extensions) the whole FT procedure discussed above, and represented schemat-
ically in Fig. B.1, has to be performed at each step of the self-consistency loop.

Spectral moments of the one-particle Green’s function. The expansion of the Green’s func-
tion in terms of the spectral moments can be obtained considering its Lehmann representation

Gij(ıνn) =
1

Z
∑

ℓm

[
e−βǫℓ + e−βǫm

ıνn + ǫℓ − ǫm

]

〈ℓ|ci |m〉〈m|c†j|ℓ〉. (B.8)

Exploiting the identity

(ıνn + ǫℓ − ǫm)
−1 =

1/ıνn

1− ǫm − ǫℓ
ıνn

=
1

ıνn

∞∑

k=0

(ǫm − ǫℓ
ıνn

)k

, (B.9)

some algebra, and the cyclic property of the trace, yield

Gij(ıνn) =
∞∑

k=0

( 1

ıνn

)k+1

M
(k)
ij :=

∞∑

k=0

( 1

ıνn

)k+1

〈
{
Lkci , c

†
j

}
〉 (B.10)

whereLkci =
[
. . .

[[
ci ,H

]
,H

]
, . . . ,H

]
, i.e., the commutator of the annihilation operator with

the Hamiltonian, iteratedk times, and〈O〉 denotes the thermal average of the operatorO.

If we consider Hamiltonian (B.1), where for convenience thechemical potentialµ is included
into the definition of the local elements oftij , then the lowest order spectral moments appearing
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Figure B.1: Advanced FT scheme to properly treat the asymptotic behavior of the one-particle Green’s
function and of the Weiss field within HF-QMC,

in the expansion (B.10) are given by

M
(k)
ijσ =







δij k=0

−tij + U〈ni−σ〉δij k=1
∑

ℓ

tiℓtℓj − Utij(〈ni−σ〉+〈nj−σ〉) + U2〈ni−σ〉δij +
∑

ηk

ViηkV
∗
jηk k=2,

(B.11)

where the spin indexσ has been restored to highlight the cross dependence ofM
(k)
σ on 〈n−σ〉.

Spectral moments of the self-energy. The expression for the spectral moment expansion
of the self-energy can be obtained in the following way. We consider the real-space Dyson
equation (B.2) retrieving only the lowest orders inıνn in the expansion of the hybridization
function, and introducind the expansion of the self-energy, as

{
G−1

}

ij
(ıνn) ≈ ıνnδij + tij −

1

ıνn

∑

ηk

ViηkV
∗
jηk

[

1 +
ǫk
ıνn

+ . . .
]

− Σ
(0)
ij − Σ

(1)
ij /ıνn, (B.12)

while a general expansion for the the Green’s functionGij(ıν) reads

Gij(ıνn) ≈
( 1

ıνn

)

c
(0)
ij +

( 1

ıνn

)2

c
(1)
ij +

( 1

ıνn

)3

c
(2)
ij . (B.13)
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The aim is to obtain an expression for the coefficientsc(k) in terms of the unknown spectral
moments of the self-energyΣ(k), so that the latter can be extracted from the comparison between
the expansions (B.10) and (B.13) of the Green’s function. Being careful about its matrix nature,
the Green’s function (B.12) can be inverted and expanded, yielding the coefficients

c
(k)
ij =







δij k=0

−tij + Σ
(0)
ij k=1

∑

ηk

ViηkV
∗
jηk + Σ

(1)
ij +

∑

ℓ

(
tiℓ + Σ

(0)
iℓ

)(
tℓj + Σ

(0)
ℓj

)
k=2.

(B.14)

Imposingc(k)ij
!
=M

(k)
ij yields eventually the spectral moments of the self-energy

Σ
(k)
ijσ =

{

U〈ni−σ〉δij k=0

U2〈ni−σ〉
(
1− 〈ni−σ〉

)
δij k=1.

(B.15)

Let us notice, that thek=0 andk=1 spectral momentsΣ(k) of the self-energy are purely local
due to a non-trivial cancellation between the momentsM (k), which holds in general for any
Hubbard-like Hamiltonian, see e.g. Refs. [277, 278].

Spectral moments of the Weiss field. In the following we show that the Weiss fieldG0 of
the auxiliary AIMs, defined as

G0i
−1(ıνn) =

{
Gii

}−1
(ıνn) + Σii(ıνn), (B.16)

has the same spectral moments of the local element of the non-interacting Green’s function of
the whole nanostructure. The latter property holds generally for any Weiss field corresponding
to a subset of degrees of freedom of the system; in particularit holds in the case ofd+p models
for strongly correlated materials, where electronic correlation are treated within DMFT (and
hence the auxiliary AIM is defined) only in the subset of thed orbitals.

In order to be proven, the above statement requires the evaluation of the high-frequency ex-
pansion of

{
Gii

}−1
(ıνn), together with the spectral moments (B.15) of the self-energy, to be

plugged in the Dyson equation (B.16). The former can be obtained considering the expansion
of the inverse of the local element of (B.13), which reads

{
Gii

}−1
(ıνn) ≈ ıνn

{

c
(0)
ii − 1

ıνn
c
(1)
ii +

( 1

ıνn

)2[(
c
(1)
ii

)2 − c
(2)
ii

]}

. (B.17)

Adding the high-energy expansion for theΣii(ıνn) and substituting the explicit form (B.14) for
the local coefficientsc(k)ii , the moments of the self-energy cancel out, eventually yielding

{
G0i

}−1
(ıνn) ≈ ıνn + tii −

∑

ηk

ViηkV
∗
iηk −

∑

ℓ 6=i

tiℓtℓi. (B.18)
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The latter result is obtained evaluating carefully the expression
(
c
(1)
ii

)2−c(2)ii for all ℓ, as

(
c
(1)
ii

)2 − c
(2)
ii =

(

− tii + Σ
(0)
ii

)2

−
∑

ℓ

(
tiℓ + Σ

(0)
iℓ

)(
tℓi + Σ

(0)
ℓi

)
−
∑

ηk

ViηkV
∗
iηk − Σ

(1)
ii

implying
(
c
(1)
ii

)2 − c
(2)
ii =

{

−
∑

ηk ViηkV
∗
iηk − Σ

(1)
ii l= i

−
∑

ηk ViηkV
∗
iηk − Σ

(1)
ii −

∑

ℓ 6=i tiℓtℓi l 6= i .
(B.19)

Finally the expansion of the inverse Weiss field (B.18) reads

G0i(ıνn) ≈
( 1

ıνn

)

d
(0)
ij +

( 1

ıνn

)2

d
(1)
ij +

( 1

ıνn

)3

d
(2)
ij . (B.20)

where the coefficients

d
(0)
ij = 1

d
(1)
ij = −tii (B.21)

d
(2)
ij =

∑

ηk

ViηkV
∗
iηk +

∑

ℓ

tiℓtℓi,

coincide with the expansion coefficientsc(k)ii of the Green’s function, given in (B.14), in the
absence of the self-energy.

High-frequency models for the one-particle Green’s function. Finally, it is necessary to
define two independent model, for thediagonal(i.e., in the casei = j) and theoff-diagonal
(i 6= j) elements of the Green’s function. For convenience, hereafter we adopt the notation
ıνn=z, substituing the Matsubara frequency with the complex variablez.
An appropriatediagonal modelreads

gdia(z) =
1

z − a− b/(z − c)

c=0≃ 1

z
+ a

1

z2
+ (b+ a2)

1

z3
, (B.22)

wherec 6=0 would including higher order contributions in the series above. By the comparison
of the high-frequency expansions of the model (B.22) and of the system Green’s function (B.10),
one can easily extract the coefficients of the model

{

a =M
(1)
ii

b =M
(2)
ii −

(
M

(1)
ii

)2
,

(B.23)

and its FT can be obtained performing the Matsubara sum in thecomplexz plane, as

T
∑

n

e−ıνnτ

ıνn − z0
=

1

2πı

∮

f(z)
e−zτ

z − z0
dz = f(z0)e

−z0τ τ < 0, (B.24)

wheref(z) is the Fermi function. The expression of the FT for positive imaginary timeτ >0 is
recovered exploiting antiperiodic property of the fermionic imaginary time Green’s function

G(τ > 0) = −G(τ − β). (B.25)
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In order to perform the Matsubara sum (B.24) it is necessary to reduce the model function to
simple fractions, as

gdia(z) =
1

z+ − z−

( z+
z − z+

+
z−

z − z−

)

(B.26)

wherez+ andz− are the roots ofg−1
dia(z) = 0. Relations (B.24) and (B.25) yield the FT of the

local model

gdia(τ > 0) =
1

z+ − z−

[

(−1)(z+)
e−z+(τ−β)

ez+β + 1
+ (z−)

e−z−(τ−β)

ez−β + 1

]

. (B.27)

Analogously, an appropriateoff-diagonal modelreads

goff(z) =
a

z2 − bz − c
c=0
=

a

z2(1− b/z)
≃ a

z2
+
ab

z3
, (B.28)

yielding the coefficients
{

a =M
(1)
ij

b =M
(2)
ij /M

(1)
ij ,

(B.29)

with the additional condition thatgoff = 0 trivially, if the correspondingtij = 0. Reducing the
non-local model to simple fractions form yields

goff(z) =
a

z(z − b)
=
a

b

( 1

z − b
− 1

z

)

(B.30)

and to the corresponding FT

goff(τ > 0) =
a

b

[1

2
− e−b(τ−β)

ebβ + 1

]

. (B.31)

In the particular case in whichg−1(z) (either diagonal or off-diagonal) has adouble polethe
model is reduced to the form

gdouble(z) =
d

(z − z0)
2 , (B.32)

with the coefficients beingd=1 andz0=a/2 in the former andd = a andz0 = 0 in the latter
case. Hence, the corresponding FTs are given by

gdouble(τ > 0) =
e−z0(τ−β)

ez0β + 1

[ ez0β

ez0β + 1
β + (τ − β)

]

. (B.33)

Once the approximating functions are known in both domains,one only needs to perform the
numerical FT of the difference between the Green’s functionand the corresponding model.
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Interpolation: cubic spline. As already discussed, in addition to the expansion and to the
definition of the approximating models by means of the moments of the Green’s function, we
need a spline interpolation of the QMC Green’s function (more precisely, of the difference
with its model) in the imaginary time domain[0, β). A brief derivation and the numerical
implementation of the standard scheme is provided, e.g., inRef. [279]. In the following we
recall the basic steps in order to stress the important choice of theboundary conditions. A
spline interpolation is necessary to get aG(τ) with as many points as needed in order to get a
reasonably accurate FT.

In general, given a tabulated functionyi=y(xi) with i=1, . . . , N and given also the second
derivatives of the function at these points, it is possible to interpolate the function and compute
its value in any given point within the whole interval[x1, xN ]. While the spline is,by definition,
a polynomial constrained to pass through all the points of the tabulated functiony(xi), in order
to obtain a spline which issmoothin the first derivative, andcontinuousin the second derivative,
one needs to employ a cubic polynomial , defined by

y = Ayi +Byi+1 +
1

6

(

A3 −A
)(
xj+1 − x

)2
y′′i +

1

6

(

B3 −B
)(
xj+1 − x

)2
y′′i+1. (B.34)

It is easy to verify that this form grants thaty′′i = y′′(xi), and it is trivial to obtain the second
derivative of the polynomial,

y′′ = Ay′′i +By′′i+1. (B.35)

At this point, the math assures that one is able to obtain the interpolating function in any point
within the interval[x1, xN ]. A set ofN−2 equations can indeed be obtained requiring the first
derivatives to be continuous across boundaries between twointervals (obviously one cannot
require this condition for both the extreme points of the interval). The condition reads, hence,
for each value of the indexj

dy

dx

∣
∣
∣

(j)

x=xj+1

!
=
dy

dx

∣
∣
∣

(j+1)

x=xj

, (B.36)

resulting in a set of equations forj = 2, . . .N − 1, which reads

yj+1 − yj
xj+1 − xj

− yj − yj−1

xj − xj−1
=

1

6

(
xj+1 − xj

)
y′′j+1 +

1

3

(
xj+1 − xj−1

)
y′′j +

1

6

(
xj − xj−1

)
y′′j−1.

(B.37)

If one consider , for the sake of simplicity, the case of a homogeneous mesh, i.e.,h≡xj+1−xj
for eachj=2, . . . , N−1, the system can be easily written in the compact matrix form












1 4 1 0 0 . . . 0 0
0 1 4 1 0 . . . 0 0
0 0 1 4 1 . . . 0 0
...

. . . . . . . . .
...

0 0 . . . 0 1 4 1 0
0 0 . . . 0 0 1 4 1





















y′′1
y′′2
...
...
y′′N










=
6

h2










y1 − 2y2 + y3
y2 − 2y3 + y4

...

...
yN−2 − 2yN−1 + yN










.
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However, the set containsN unknowns, i.e., the set of derivatives {y′′i }, but onlyN−2 linear
equations, and is therefore not solvable until the two remaining conditions are imposed. The
simplestboundary conditions would require the second derivative at the extreme points of
the interval to be vanishing: this method is currently knownas natural spline, and yields a
tridiagonal system (which can be solved inO(N) operations) in terms of the unknownsy′′i for
i=2, . . . , N−1. However, the latter condition isnot consistent with the physical (and mathe-
matical) properties of the imaginary time Green’s function, and may yield unstable results (see,
e.g., Ref. [112] and references therein). More physically sensible conditions can be imposed
considering that the function to interpolate interpolate,∆gij(τ) = Gij(τ) − gij(τ), verify the
following conditions

dy

dx

∣
∣
∣

(j=1)

x=x1

+
dy

dx

∣
∣
∣

(j=N−1)

x=xN

!
= 0 (B.38a)

y′′1 + y′′N
!
= 0, (B.38b)

which follow from the presence of a (physical) discontinuity of the Green’s function atτ = 0,
determined by thesum rule

G(0+) +G(β) = 1. (B.39)

Imposing the equations (B.38a) and (B.38b), we modify the equations forj=2 andj=N−1,
which depend ony′′1 andy′′N , while the othersN−4 equations remain unchanged. Condition
(B.38a) is indeed

y2 − y1
h

− 1

3
hy′′1 −

1

6
hy′′2 +

yN − yN−1

h
+

1

6
hy′′N−1 +

1

3
hy′′N = 0. (B.40)

Using relation (B.38b), i.e. replacingy′′N with −y′′1 and solving for the latter, leads finally to

y′′1 =
1

4

{
6

h2

(

yN − yN−1 + y2 − y1

)

− y′′2 + y′′N−1

}

. (B.41)

Substituting this expression in equationsj=2 andj=N−1 and using relation (B.38b) in the
latter again, one eventually obtain the following equations: for j=2

6

h2

(5

4
y1 −

9

4
y2 + y3 +

1

4
yN−1 −

1

4
yN

)

=
15

4
y′′2 + y′′3 +

1

4
y′′N−1 (B.42)

while for j=N−1

6

h2

(

− 1

4
y1 +

1

4
y2 + yN−2 −

9

4
yN−1 +

5

4
yN

)

=
1

4
y′′2 + y′′N−2 +

15

4
y′′N−1. (B.43)

The system in matricial form is therefore











15
4

1 0 0 . . . 1
4

1 4 1 0 . . . 0
0 1 4 1 . . . 0
...

. .. . . . . . .
...

0 0 . . . 1 4 1
1
4

0 . . . 0 1 15
4





















y′′2
y′′3
...
...

y′′N−1










=
6

h2










5
4
y1 − 9

4
y2 + yN−2 +

1
4
yN−1 − 1

4
yN

y2 − 2y3 + y4
...
...

−1
4
y1 +

1
4
y2 + yN−2 − 9

4
yN−1 +

5
4
yN









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The system is now solvable, but no more tridiagonal due to more complex boundary conditions.
The knowledge of the second derivatives of the tabulated function allows to interpolate it in any
point within the interval[x1, xN ].

Representative results. In order to illustrate the accuracy of the method, in Fig. B.2are
shown representative results, obtained for the exact QMC solution of a benzene ring in theNN t
hopping configuration, for the standard parametersU =2t, V =0 andT =0.05t (compare with
the extensive discussion in Sec. 3.2 and the corresponding subsections). In the upper left panel
we compare the result of a naïve discrete FT against the one obtained by means of the spectral
moment expansion and a spline interpolation: the former shows oscillatory behavior with zeros
(or poles, in the general case) at multiples of the Nyquist frequency instead of displaying an1/νn
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Figure B.2: Upper panel: comparison of a naïve FT (open cirles) and an advance spline (red filled
symbols) based on the spectral moment (orange) expansion ofthe Green’s function (left panels);
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(
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)
(right panel). Lower

panels: local Green’s functionGii(τ) against the corresponding modelgdia(τ) (left panel); difference
function∆gii(τ) and its spline interpolation (right panel).
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asymptotic behavior at high-frequency. In general, the low-energy physics cannot be described
correctly by a1/ıνn term, in particular in the present case, where the system is insulating.
In the upper right panel the asymptotic behavior of the localself-energy is shown: the latter
decays to its spectral momentΣ(1) =U2〈n〉

(
1−〈n〉

)
in the high-frequency regime. Note that,

due to the numerical implementation of the QMC, the results presented here (and in the rest
of this work) are consistent withΣ(0) = 0, as the Hartree shiftU〈n〉, which determines the
frequency-independent contribution of the self-energy isalready taken into account in a shift of
the chemical potential. Finally, the lower panels show the local Green’s functionGii(τ) against
the corresponding modelgdia(τ) (left panel) and the difference function∆gii(τ)=Gii(τ)−gdia(τ)

with its sum rulespline interpolation (right panel).

Asymptotic behavior of correlation functions. The whole scheme is not limited to the one-
particle Green’s function, but can also be extended to susceptibilities, yet not without supple-
mentary difficulties. Within this work, in order to obtain areliable asymptotic behavior for the
generalized susceptibility, we employed an ED impurity solver which relies on its Lehmann
representation and requires, hence, no FT at all. However, QMC still represents the most natu-
ral choice for for complex systems, e.g, clusters with many atoms or including orbital degrees
freedom. Hence, for the sake of completeness, in the following we briefly discuss how a proper
FT of the susceptibility can be achieved within the HF-QMC, and remand to Ref. [112] and
references therein for a deeper reading.

While the one-particle Green’s functionG(τ) is a smooth function ofτ , with a single disconti-
nuity atτ =0, the two-particle Greens function depends on three independent imaginary time
variables, e.g., see the definition of the generalized susceptibility (in thephnotation) introduced
in the context of the AIM, and reported below for the sake of clarity

χνν′ω
ph,σσ′ := χ

(
νσ, (ν + ω)σ
︸ ︷︷ ︸

outgoing electrons

; ν ′σ′, (ν ′ + ω)σ′

︸ ︷︷ ︸

incoming electrons

)
=

=

∫ β

0

dτ1dτ2dτ3 χσσ′(τ1, τ2, τ3)e
−iντ1ei(ν+ω)τ2e−i(ν′+ω)τ3 ,

(B.44)

with

χσσ′(τ1, τ2, τ3) =
〈

Tτc
†
σ(τ1)cσ(τ2)c

†
σ′(τ3)cσ′(0)

〉

. (B.45)

In the case of DCA or cellular-DMFT [134], the correlation function would also depend on the
the three vectorsk, k′, q of the Brillouin zone of the cluster. It is evident that a direct FT, and
the corresponding spline process, is extremely expensive and intrinsically inaccurate. The main
reason for it, is the complex structure of discontinuity lines and planes in the tridimensionalτ

space, but also to the non-trivial task of performing a multi-dimensional spline.
Hence, the correlation function (B.44) can be obtained in the frequency and reciprocal space

by contracting the fermionic operators pairwise and evaluating the corresponding FT for each
configuration of the auxiliary fields in the HF-QMC. Note that this is only possible as for a given
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configuration the Wick’s theorem [67] holds, as the Hubbard-Stratonovich transformation of
the interaction term maps the many-body Hamiltonian into anensemble of decoupled auxiliary
fields [103]. Hence, the evaluation of the correlation function requires the FT (for a very large
number of configuration) of a functionsg(τi, τj) which displays singularities. However, it is
possible to split upg(τi, τj) as

g(τi, τj) = g(0)(τi − τj) + δg(τi, τj). (B.46)

where

g(0)(τi) =
1

L

L∑

j=i

g(τi+j−1, τj), (B.47)

doenot indicate a non-interacting Green’s function, but rather the time translationally invariant
part ofg(τi, τj) and depends on oneτ variable. One can show thatg(0)(τi) contains the singular-
ity, but as it only depends on the differenceτi−τj , it can be easily FT using a spline, in the same
spirit as discussed above. The restδg(τi, τj) is a smooth function, and can be accurately FT by
fitting it with a two-dimensional polynomial. Overall, this decomposition allows to achieve
reliable results even ifg(τi, τj) is only known on a rather sparse mesh [112].

It is worth mentioning at least an alternative method to obtain a reliable asymptotic behavior or
two-particle correlation functions within DMFT, which hasbeen recently proposed by Kuneŝ
[219]. While it has been implemented for a HF-QMC, it is nevertheless, general, and do not
rely on any assumption on the impurity solver.

In this scheme, the two-particle correlation functions (B.44) is split into a low- and high-
frequency regions. The complication, with respect to the case of the one-particle Green’s func-
tion or the self-energy, is that the low- and high-frequencyregions are coupled, as it can be
easily seen recasting the correlation function (in a given channelr) as

χνν′ω = χνν1ω
0 − χνν1ω

0 Γν1ν2ω
r χν2ν′ω, (B.48)

whereχνν′ω
0 =−βG(ν)G(ν+ω)δνν′ is the particle-hole bubble, andΓνν′ω

r is the vertex function
irreducible n channel the corresponding channel. This easily shown considering the definition
of the susceptibility if terms of the full vertexF νν′ω and the Bethe-Salpeter equation relating it
to the irreducible vertexΓνν′ω

r (cf. also with Sec. 2.3.2 for a detailed discussion of the diagram-
matic formalism): plugging the latter into the former eventually yields relation (B.48).
It is possible to show [219] that the asymptotic behavior of the two-particle correlation func-
tion is essentially determined by particle-hole bubbles, and hence by the one-particle Green’s
function, which is more easily accessible in a wide frequency domain.

Albeit the original method [219] was developed in the special case of a susceptibility cor-
responding to the response to astatic perturbation, i.e., for a correlation functionχνν′ω=0, an
extension to finiteω has been recently carried out implemented within an ED impurity solver
[166], in which the knowledge and the understanding of the key features in the frequency de-
pendence of the local two-particle vertex functions [158] are exploited in order to identify the
region where the vertex function display a non-perturbative behavior.
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