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→ VU machine learning in physics SS 22
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Quantum Field Theory for Solids

Development of new methods

e.g. dynamical vertex approximation (DΓA), 1PI functional
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• High temperature superconductivity
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A physics example: p-tons

https://www.derstandard.at/story/2000114147291/wiener-
forscher-entdecken-bisher-unbekanntes-komplexes-quasiteilchen

p-ton polaritons: quasiparticles that couple light and solid s
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The „Mikado“ example: 

The challenge of correlations:

Playing ....  with correlations!



From a toy model ...    to real life  
to

y 
m

od
el

41 mikados

co
nd

en
se

d 
m

at
te

r

1023 electrons

weak
correlations
(band-theory)

strong
correlations

or



When is correlation important?

l=2
d –orbitals

l=3
F –orbitalsespecially 3d

especially 4f



Realistic Example

Cu
metal 

{[Ar], 3d10, 4s1} La2CuO4
cuprate ceramic 

{[Ar], 3d10, 4s1}

{[Ar], 3d9}

Band-theory prediction:
good metal Band-theory prediction:

good metal✔

perfect matching
Band-theory

vs. experiments

unexpected
exiciting physics

+2

[ F. Reinert et al. NJP 7, 97 (2005) ]



Fascinating physics:
1)  HIGH TEMPERATURE 

SUPERCONDUCTIVITY

J. Custers et al.,  Nature (2003) 

3)  QUANTUM CRITICALITY

4)  OPTICAL LATTICES 

M. Greiner et al.,  Nature (2008) 

2)   MOTT  TRANSITION 

Mc Whan et al.,  PRB (1973) 
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AG  Toschi

the local moment. Within this simple picture, two charac-
teristic time (and energy) scales for the local moment
dynamics are naturally defined: (i) the period of the rotation
(tω̄ ∝ 1=ω̄) and (ii) the characteristic time (tγ ∝ ℏ=γ) for the
amplitude damping.
The values of the characteristic timescales may vary

considerably from one material to another, with overall
larger values associated to a suppressed electronic mobility.
In the extreme case of a Mott insulator, one expects to
observe long-living magnetic moments, consistent with the
analytic divergence of the timescales found in the fully
localized (atomic) limit (tω̄, tγ → ∞). On the opposite side,
in a conventional (weakly correlated) metal, both scales
will be extremely short, roughly of the order of the inverse
of the bandwidth W of the conducting electrons (tω̄ ∼ tγ ∝
ℏ=W). The most interesting situation is realized in a
correlated metallic context. Here, the slowing down of
the electronic motion, induced by the electronic scattering,
increases the values of both timescales that remain finite,
nonetheless. The enhancement will depend on specific
aspects of the many-electron problem considered, possibly
affecting the two timescales in a different fashion: This leads
to the distinct regimes of underdamped (tγ ≫ tω̄) and
overdamped (tγ ≪ tω̄) local moment fluctuations, schemati-
cally depicted in Fig. 1. The actual hierarchy of the time-
scales will strongly impact the outcome of spectroscopic
experiments. Further, quantitative information about the
dynamics of the magnetic fluctuations at equilibrium may
also provide important information for the applicability of
the adiabatic spin dynamics [23–25] and, on a broader
perspective, crucial insights for the highly nontrivial inter-
pretation of the out-of-equilibrium spectroscopies.
Quantification of timescales.—The procedure to

quantitatively estimate the characteristic timescales from
many-electron calculations and/or experimental measure-
ments relies on the Kubo-Nakano formalism for linear
response. Here, we recall that the dynamical susceptibility
is defined as

χðτÞ≡ hTτŜzðτÞŜzð0Þi; ð2Þ

in imaginary time (Tτ is the imaginary time-ordering
operator). The corresponding (retarded) spectral functions
χRðωÞ are obtained via analytic continuation of Eq. (2). The
absorption component of the spectra, ImχRðωÞ, directly
measurable (e.g., in INS), provides a direct route for
quantifying the timescales. In particular, simple analytic
expressions, directly derived for damped harmonic oscilla-
tors, can be exploited for fitting the (one or more)
predominant absorption peak(s) of ImχRðωÞ. In the illu-
strative case discussed above, one has

ImχRðωÞ ¼ A
2γω

ðω2 − ω2
0Þ2 þ 4ω2γ2

; ð3Þ

where γ and ω0 are the scales associated to the major
absorption processes active in the system under consid-
eration (with ℏ ¼ 1), and the constant A reflects the size of
the instantaneous magnetic moment. The expression is
clearly generalizable to other cases, where more absorption
peaks are visible in the spectra, as a sum of the corre-
sponding contributions [26].
The full time-dependence of the fluctuating local

moment, which will reflect the interplay of the timescales
defined above, is eventually obtained via the fluctuation-
dissipation theorem

F ðtÞ ¼ 1

π

Z
∞

0
dω cosðωtÞ cothðβ=2ωÞImχRðωÞ; ð4Þ

where β ¼ ðkBTÞ−1 is the inverse temperature.
The case of the Hund’s metals.—While the procedure

illustrated above is applicable to all spectroscopic experi-
ments of condensed matter systems, we will demonstrate its
advantages for studying Hund’s metals [6,21], where the
dynamics of fluctuating moments is of particular interest
[47]. These systems can be viewed as a new “crossover”-
state of matter, triggered by sizable values of the local
Hubbard repulsion (U) and Hund’s rule coupling (J), when
the corresponding atomic shell is (about) one electron away
from a half-filled multiorbital configuration. At strong
coupling, the interplay between U and J can induce either
a Mott or a charge-disproportionate Hund’s insulator
[9,48]. Out of half-filling, the competition between these
two tendencies can also stabilize a metallic ground state in
the presence of high values of the electronic interaction
[6,9,48,49]. The emerging physics of a large local magnetic
moment fluctuating in a strongly correlated metallic sur-
rounding evidently represents one of the best playgrounds
for applying our time-resolved procedure.
The prototypical class of materials displaying Hund’s

metal physics is represented by the iron pnictides or
chalcogenides. These compounds, which often display
unconventional superconducting phases upon doping, are
also characterized by interesting magnetic properties
[17,20,50]. Both the ordered magnetic moments (measured
by neutron diffraction in the magnetically ordered phase)
and the fluctuating moments (measured by INS in the

FIG. 1. Schematic representation of the time decay of local spin
correlations in the underdamped or overdamped regimes.

PHYSICAL REVIEW LETTERS 125, 086402 (2020)
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XES) are able to detect the high-spin instantaneous
configuration of these Hund’s metals, the characteristic
timescale of the INS (tINS ≃ 5–10 fs ≃ ℏ=EINS, with
EINS ¼ ℏΩINS ≃ 100 meV [65]) are of the same order as
those in Table I: time-averaging effects will, thus, lead to
underestimation of the local magnetic moment

m2
loc ¼

3

π
lim
Ω→∞

RΩ
−Ω

R
BZ ImχRðq⃗;ωÞbðωÞdq⃗dωR

BZ dq⃗

¼ 3

π
lim
Ω→∞

Z
Ω

−Ω
ImχRlocðωÞbðωÞdω; ð7Þ

FIG. 2. Spin susceptibility of the 3d-Fe atoms as a function of imaginary time (first row), corresponding absorption spectra in real
frequency (second row) and correlation function in real time (third row), computed for different families of iron pnictides or
chalcogenides at β ¼ 50 eV−1 (T ≈ 232 K) in the DFTþ DMFT (third column), compared with the corresponding results of the bare
(first column) and the DMFT (second column) bubble calculations.

TABLE I. Fitting parameters ω0 and γ of the absorption
peak(s) computed in DMFT with Eq. (3) (first and second
column, where the largest energy scale is marked in bold);
effective lifetime χðt → ∞Þ ∝ e−t=tγ (third column); effective
oscillation period tω̄ ¼ ℏ=

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ω2
0 − γ2

p
(fourth column) and t1P ¼

hℏ=2ZiImΣiðω → 0Þiall orb (fifth column) is the effective orbital
averaged one-particle lifetime for the different material consid-
ered. See [26] for further details.

ω0 [eV] γ [eV] tγ [fs] tω̄ [fs] t1P [fs]

LaFeAsO 0.39 0.35 1.9 3.8 30.80
BaFe2As2 0.28 0.28 2.4 15.2 19.96
LiFeAs 0.30 0.58 7.9 % % % 12.23
KFe2As2 0.51 2.08 10.3 % % % 9.08
FeTe 0.029 0.022 29.3 34.8 2.14
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the local moment. Within this simple picture, two charac-
teristic time (and energy) scales for the local moment
dynamics are naturally defined: (i) the period of the rotation
(tω̄ ∝ 1=ω̄) and (ii) the characteristic time (tγ ∝ ℏ=γ) for the
amplitude damping.
The values of the characteristic timescales may vary

considerably from one material to another, with overall
larger values associated to a suppressed electronic mobility.
In the extreme case of a Mott insulator, one expects to
observe long-living magnetic moments, consistent with the
analytic divergence of the timescales found in the fully
localized (atomic) limit (tω̄, tγ → ∞). On the opposite side,
in a conventional (weakly correlated) metal, both scales
will be extremely short, roughly of the order of the inverse
of the bandwidth W of the conducting electrons (tω̄ ∼ tγ ∝
ℏ=W). The most interesting situation is realized in a
correlated metallic context. Here, the slowing down of
the electronic motion, induced by the electronic scattering,
increases the values of both timescales that remain finite,
nonetheless. The enhancement will depend on specific
aspects of the many-electron problem considered, possibly
affecting the two timescales in a different fashion: This leads
to the distinct regimes of underdamped (tγ ≫ tω̄) and
overdamped (tγ ≪ tω̄) local moment fluctuations, schemati-
cally depicted in Fig. 1. The actual hierarchy of the time-
scales will strongly impact the outcome of spectroscopic
experiments. Further, quantitative information about the
dynamics of the magnetic fluctuations at equilibrium may
also provide important information for the applicability of
the adiabatic spin dynamics [23–25] and, on a broader
perspective, crucial insights for the highly nontrivial inter-
pretation of the out-of-equilibrium spectroscopies.
Quantification of timescales.—The procedure to

quantitatively estimate the characteristic timescales from
many-electron calculations and/or experimental measure-
ments relies on the Kubo-Nakano formalism for linear
response. Here, we recall that the dynamical susceptibility
is defined as

χðτÞ≡ hTτŜzðτÞŜzð0Þi; ð2Þ

in imaginary time (Tτ is the imaginary time-ordering
operator). The corresponding (retarded) spectral functions
χRðωÞ are obtained via analytic continuation of Eq. (2). The
absorption component of the spectra, ImχRðωÞ, directly
measurable (e.g., in INS), provides a direct route for
quantifying the timescales. In particular, simple analytic
expressions, directly derived for damped harmonic oscilla-
tors, can be exploited for fitting the (one or more)
predominant absorption peak(s) of ImχRðωÞ. In the illu-
strative case discussed above, one has

ImχRðωÞ ¼ A
2γω

ðω2 − ω2
0Þ2 þ 4ω2γ2

; ð3Þ

where γ and ω0 are the scales associated to the major
absorption processes active in the system under consid-
eration (with ℏ ¼ 1), and the constant A reflects the size of
the instantaneous magnetic moment. The expression is
clearly generalizable to other cases, where more absorption
peaks are visible in the spectra, as a sum of the corre-
sponding contributions [26].
The full time-dependence of the fluctuating local

moment, which will reflect the interplay of the timescales
defined above, is eventually obtained via the fluctuation-
dissipation theorem

F ðtÞ ¼ 1

π

Z
∞

0
dω cosðωtÞ cothðβ=2ωÞImχRðωÞ; ð4Þ

where β ¼ ðkBTÞ−1 is the inverse temperature.
The case of the Hund’s metals.—While the procedure

illustrated above is applicable to all spectroscopic experi-
ments of condensed matter systems, we will demonstrate its
advantages for studying Hund’s metals [6,21], where the
dynamics of fluctuating moments is of particular interest
[47]. These systems can be viewed as a new “crossover”-
state of matter, triggered by sizable values of the local
Hubbard repulsion (U) and Hund’s rule coupling (J), when
the corresponding atomic shell is (about) one electron away
from a half-filled multiorbital configuration. At strong
coupling, the interplay between U and J can induce either
a Mott or a charge-disproportionate Hund’s insulator
[9,48]. Out of half-filling, the competition between these
two tendencies can also stabilize a metallic ground state in
the presence of high values of the electronic interaction
[6,9,48,49]. The emerging physics of a large local magnetic
moment fluctuating in a strongly correlated metallic sur-
rounding evidently represents one of the best playgrounds
for applying our time-resolved procedure.
The prototypical class of materials displaying Hund’s

metal physics is represented by the iron pnictides or
chalcogenides. These compounds, which often display
unconventional superconducting phases upon doping, are
also characterized by interesting magnetic properties
[17,20,50]. Both the ordered magnetic moments (measured
by neutron diffraction in the magnetically ordered phase)
and the fluctuating moments (measured by INS in the

FIG. 1. Schematic representation of the time decay of local spin
correlations in the underdamped or overdamped regimes.
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Materials
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Collective Phenomena (TECCP)



Materials 3d oxides (MnO, NiO, LaCoO3, SrVO3, …
4d and 5d oxides (Sr2IrO4, Na2IrO3, SrRu2O6, …
4f materials (Pr, Nd, Eu, Gd, Yb, …)

Properties: Spectroscopies (photoemission, optics, x-ray, …)
Magnetic (ordered states, susceptibility, g-factors)
Exotic ordering - exciton condensation

Core-level photoemission of NiO XAS and RIXS of cuprates

TECCP



Models Hubbard model + generalizations
spin models
multi-component hard-core bosons

Properties: Phase diagrams
Static and dynamical response functions

Exciton condensation in Hubbard model

exciton condensate

normal state

exciton

Goldstone #1 Goldstone #2

𝝘𝝘 MX

TECCP



Methods density functional theory (Wien2k)
construction of models (wien2wannier)
dynamical mean-field theory (DMFT)
impurity solvers (many-body) 

Quantum Monte-Carlo
Exact diagonalization

Exp. Co L3-RIXS Dynamical mean-field theory for hard-core bosons

Tem
perature

T=0

TECCP
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(La,Ba)2CuO4 YBa2Cu3O7-δ Tl2Ba2Ca2Cu3O10Bi2Sr2CaCu2O8HgBa2CuO4+δ

1.)  synthesis & characterization 

X. Zhao et al., Adv. Mater. 18, 3243 (2006) 
Synthesis 

N. Barišić et al., Nat. Phys. 9, 761 (2013)

Vigilant characterization

• The “holy Grail”: high-Tc superconducting cuprates

• New lab for the syntesis of single crystals  

-) Topological insulators: BiSbTe2S, BiSbTeSe2, Pb1-xSnxSe
-) Dirac semimetals: PbSnSe, ZrSiS, ZrSiSe, ZrSiTe, HfSiS, Cd3As2

-) Weyl semimetals: TaAs, TaP, NbAs, NbP

Magnetically ordered systems 

-) Magnetically ordered systems



• “In-house” experimental work:

ØMagnetic susceptibility
ØTransport 
(temperature range: 1.5-1200K,
high pressure: up to 3Gpa, and magnetic field)

ØMicrowaves (contactless)
ØNonlinear conductivity
ØXPS
ØOptical conductivity meas. 
(large temperature (5 – 300 K) and 

frequency range (15 - 25 000 cm-1),  
pressures up to 2.7GPa

ØX-ray (Laue, XRD)

2.) application of various experimental methods 
• Novel Experimental tools

• Presence at large user facilities



3.) conceptual understanding

Ø applica\on of exis\ng concepts and theories 
(Fermi-liquid, percola\ons, 

effec\ve medium approxima\on…)

Ø adap\ng them to novel problems  
(arcs, gradual localiza\on …)

Ø outlining novel theore\cal perspec\ves 

(novel mechanism for SC)

e+-
-----e+

Ø Understanding of observed behaviors
Ø Reaching the overall picture
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Hochenergie-Physik
Elementarteilchen mit  

Eigenschaften laut Standardmodell

(Ladung, Spin, Masse, ...)

Festkörperphysik
- kollektive Effekte/Ordnung

- niedrig-energetische Anregungen  

durch Quasiteilchen beschrieben

Emergenz
Das System ist mehr als die 

Summe seiner Einzelteile

Andrej Pustogow 82019-11-13



Quasi-Teilchen in der Festkörperphysik

Andrej Pustogow 92021-03-19

Elektronen in Vakuum

• Masse 𝑚𝑒

• Ladung e

• Spin S = ½ (Eigendrehimpuls)

E = p2/2𝒎𝒆



Quasi-Teilchen in der Festkörperphysik

Metalle

Quasi-Teilchen mit Ladung e, 

Spin S = ½, 𝑚∗ ≠ 𝑚𝑒

Andrej Pustogow 102021-03-19

Elektronen in Festkörpern

Energie und Impuls elektronischer Zustände 

im periodischen Kristallgitter

• Kristallimpuls  𝑝 = ℏ𝑘

• Effektive Masse  𝑚∗ ≠ 𝑚𝑒

E = (ℏk)2/2𝒎∗

besetzte 

Zustände

unbesetzte 

Zustände



Quasi-Teilchen in der Festkörperphysik

Supraleiter

• Photonen haben eine 

Masse (werden gedämpft)

• Higgs-Mechanismus 

analog dazu entwickelt 

(Nobelpreis 2013)

Nat. Phys. 11, 188–192 (2015)

Metalle

Quasi-Teilchen mit Ladung e, 

Spin S = ½, 𝑚∗ ≠ 𝑚𝑒

Andrej Pustogow 112021-03-19

Philip W. Anderson (1923-2020)



Quasi-Teilchen in der Festkörperphysik

k

E

‚Dirac‘ Materialien

• lineare Dispersion

• Elektronen verhalten sich 

wie Photonen (m* = 0)

Supraleiter

• Photonen haben eine 

Masse (werden gedämpft)

• Higgs-Mechanismus 

analog dazu entwickelt

Nat. Phys. 11, 188–192 (2015)

Metalle

Quasi-Teilchen mit Ladung e, 

Spin S = ½, 𝑚∗ ≠ 𝑚𝑒

Andrej Pustogow 122021-03-19



Quasi-Teilchen in der Festkörperphysik

k

E

‚Dirac‘ Materialien

• lineare Dispersion

• Elektronen verhalten sich 

wie Photonen (m* = 0)

Supraleiter

• Photonen haben eine 

Masse (werden gedämpft)

• Higgs-Mechanismus 

analog dazu entwickelt

Nat. Phys. 11, 188–192 (2015)

?

Majorana Fermionen

• neutrale (ungeladene)    

S = ½ Anregungen

• Teilchen = Antiteilchen

Metalle

Quasi-Teilchen mit Ladung e, 

Spin S = ½, 𝑚∗ ≠ 𝑚𝑒

Science 356, 1055–1059 (2017)

Andrej Pustogow 132021-03-19
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Elektronische Korrelationen

Elektronische Korrelationen

freies Elektron 

(in Vakuum)

E = p2/2me

typisches Metall

(Ag, Au, Al, …)

stark korrelierte 

Elektronensysteme

m* ≫ me

E = (ℏk)2/2𝒎∗

m* ≈ me

2021-03-19

Stuttgart: Schlossplatz 2021WM 2014



Andrej Pustogow 16

Elektronische Korrelationen

freies Elektron 

(in Vakuum)

E = p2/2me

typisches Metall

(Ag, Au, Al, …)

stark korrelierte 

Elektronensysteme

m* ≫ me

E = (ℏk)2/2𝒎∗

m* ≈ me

2021-03-19

Stuttgart: Schlossplatz 2021WM 2014

Ich geh‘ mal 

Bier holen…

Bring mir 

eins mit!

Wie oft wird man von 

anderen gestoßen?
nieseltenOFT!

Elektronische Korrelationen
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Elektronische Korrelationen

typisches Metall

(Ag, Au, Al, …)

stark korrelierte 

Elektronensysteme

2021-03-19

Wie oft werden die 

Elektronen gestreut?
seltenOFT!

Elektronische Korrelationen

‚gute‘ Metalle

• wenig Streuung

• niedriger elektrischer Widerstand

• guter elektrischer Leiter (z.B. Cu)

‚schlechte‘ Metalle

• viel Streuung

• hoher Widerstand

• Elektronen streuen an   

anderen Elektronen



Forschungshighlight

Andrej Pustogow 182021-03-19

https://www.ifp.tuwien.ac.at/forschung/pustogow-research/home

Siehe ‚Recent Highlights‘ auf Webseite

Nat. Commun. 12, 1571 (2021)

https://doi.org/10.1038/s41467-021-21741-z

https://www.ifp.tuwien.ac.at/forschung/pustogow-research/home
https://doi.org/10.1038/s41467-021-21741-z


𝐻 = −𝒕 ෍

<𝑖𝑗>,𝜎

(𝑐𝑖𝜎
† 𝑐𝑗𝜎 +𝐻. 𝑐. ) + 𝑼෍

𝑖

𝑛𝑖↑𝑛𝑖↓Hubbard Modell

Coulomb Abstoßung, falls sich 2 Elektronen 

auf demselben Gitterplatz befinden

t U

1 Elektron pro 

Gitterplatz (Atom)

Andrej Pustogow 19

potenzielle Energie

Mott-Isolator

2021-03-19

abstoßende Wechselwirkung 

zwischen Menschen

• Regelmäßige Anordnung 

• 1 Person pro Platz 



𝐻 = −𝒕 ෍

<𝑖𝑗>,𝜎

(𝑐𝑖𝜎
† 𝑐𝑗𝜎 +𝐻. 𝑐. ) + 𝑼෍

𝑖

𝑛𝑖↑𝑛𝑖↓Hubbard Modell

Wellenfunktionsüberlapp t

=

QM Wahrscheinlichkeit, dass das Elektron sich 

gleichzeitig auf dem Nachbaratom befindet 

(bzw. dass es hinüber ‘hüpft‘)

Coulomb Abstoßung, falls sich 2 Elektronen 

auf demselben Gitterplatz befinden

t U

1 Elektron pro 

Gitterplatz (Atom)

Andrej Pustogow 20

kinetische Energie

potenzielle Energie

Mott-Isolator

2021-03-19



Mott Isolator

• Elektronen können sich 

nicht bewegen

• Strom kann nicht fließen

Metall

• starker Überlapp der 

Wellenfunktionen

• Elektronen beweglich

Metall-Isolator 

Übergang

𝐻 = −𝒕 ෍

<𝑖𝑗>,𝜎

(𝑐𝑖𝜎
† 𝑐𝑗𝜎 +𝐻. 𝑐. ) + 𝑼෍

𝑖

𝑛𝑖↑𝑛𝑖↓

• Abstand zwischen Atomen 

𝑟 = 𝑅2 − 𝑅1 bestimmt t

• Zusammendrücken des 

Materials verändert 

elektronische Eigenschaften

U < t

U > t

Andrej Pustogow 21

Hubbard Modell

Mott-Isolator

2021-03-19
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Mott-Isolator

2021-03-19

Pustogow et al., Nat. Mater. 17, 773-777 (2018)

https://doi.org/10.1038/s41563-018-0140-3

Highlight: Theorie und Experiment quantitativ vereint!

scanning near-field optical 

microscopy (SNOM)

Highlight: Mikroskopisch 

aufgelöste Messungen eines 

Metall-Isolator Übergangs!

Pustogow et al., Sci. Adv. 4, eaau9123 (2018)

https://doi.org/10.1126/sciadv.aau9123

Coulomb-Abstoßung 𝑈 und 

elektronische Bandbreite 𝑊 ∝ 𝑡 wurden 

mittels optischen Messungen direkt aus 

dem Spektrum bestimmt

o
p
ti
s
c
h
e
 L

e
it
fä

h
ig

k
e
it
 𝜎

https://doi.org/10.1038/s41563-018-0140-3
https://doi.org/10.1126/sciadv.aau9123
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Geometrische Frustration

2021-03-19

wegen Pauli-Prinzip:

Mott Isolatoren haben Tendenz 

zu Antiferromagnetismus

t U

Austausch-Wechselwirkung 𝑱 ∝
𝒕𝟐

𝑼

(‘itinerant exchange mechanism‘)



Andrej Pustogow 25

Geometrische Frustration

2021-03-19

Geometrische

Frustration

wegen Pauli-Prinzip:

Mott Isolatoren haben Tendenz 

zu Antiferromagnetismus

antiferromagnetische Ordnung der Spins 

kann sich auf Gittern mit Dreiecksmotiv 

nicht ausbilden, bzw. wird unterdrückt

Dreiecksgitter

hexagonale Bienenwaben

(engl. ‘honeycomb‘)

Kagome-Gitter
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Valence Bond Solid
(e.g. Spin-Peierls in 1D)

Resonating Valence 

Bond (RVB) State

Balents, Nature 464, 199–208 (2010) 

Geometrische

Frustration

valence

bond

Andrej Pustogow

Die Idee von der

Quanten-Spin-Flüssigkeit

Mater. Res. Bull. 8, 153–160 (1973)

2021-03-19

Quanten-Spin-Flüssigkeit
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Spinon: neutrale S = ½ Anregung
Frei bewegliche Spinon Quasi-Teilchen?
(wie Elektronen in Metallen, aber ohne Ladung!)

Balents, Nature 464, 199–208 (2010) 

Andrej Pustogow

Geometrische

Frustration

Elektronen in Metallen

• Ladung e

• Spin S = ½

• 𝑚∗ ≠ 𝑚𝑒

interessant für:

Quantencomputer

Quanten-Spin-Flüssigkeit

2021-03-19

Neue ESR Messungen:

Nein, keine frei beweglichen

Spinon-Quasiteilchen!
Miksch, Pustogow, et al. (2021)

https://arxiv.org/abs/2010.16155

(erscheint demnächst in Science)

https://arxiv.org/abs/2010.16155


28

• E138-03 Funktionelle und Magnetische Materialien

• Elektronische Korrelationen

• Forschungsthemen 

➢ Mott Isolatoren und ‚schlechte Metalle‘

➢ Geometrische Frustration und Quanten-Spin-Flüssigkeiten

➢ Unkonventionelle Supraleitung

• Experimentelle Messmethoden 

➢ Optische Spektroskopie

➢ Kernspinresonanz (Nuclear Magnetic Resonance – NMR)

Andrej Pustogow2021-03-19



29Andrej Pustogow2021-03-19

Supraleitung

Supraleiter

• kein elektrischer Widerstand

• Elektronen in Cooper-Paaren

normales Metall

• elektrischer Widerstand

• einzelne Elektronen



30Andrej Pustogow2021-03-19

Supraleitung

abstoßende Wechselwirkung 

zwischen Menschen

• Regelmäßige Anordnung 

• 1 Person pro Platz 

attraktive Wechselwirkung

Supraleiter

• kein elektrischer Widerstand

• Elektronen in Cooper-Paaren
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Supraleitung

attraktive Wechselwirkung

Supraleiter

• kein elektrischer Widerstand

• Elektronen in Cooper-Paaren

Sind die Spins innerhalb eines Cooper-Paars zueinander 

antiparallel (Singulett) oder parallel (Triplett) ausgerichtet?



Andrej Pustogow 32

Spin-Triplett Supraleitung

2021-03-19

Sr2RuO4
• lange Zeit der heißeste Kandidat 

für triplett Supraleitung

1998
Ishida et al., Nature 396, 658-660 (1998)
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Spin-Triplett Supraleitung

2021-03-19

Sr2RuO4
• lange Zeit der heißeste Kandidat 

für triplett Supraleitung

• früheres Ergebnis widerlegt: 

sehr wohl eine Reduktion von K!2019

https://www.ifp.tuwien.ac.at/forschung/pustogow-research/interest-1

https://doi.org/10.1038/s41586-019-1596-2

https://www.ifp.tuwien.ac.at/forschung/pustogow-research/interest-1
https://doi.org/10.1038/s41586-019-1596-2
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Breite Resonanz in der Community

2021-03-19

https://www.ifp.tuwien.ac.at/forschung/pustogow-research/interest-1

https://doi.org/10.1038/s41586-019-1596-2

https://www.ifp.tuwien.ac.at/forschung/pustogow-research/interest-1
https://doi.org/10.1038/s41586-019-1596-2
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Light

photon = oscillating electromagnetic field

Matter

• protons

• neutrons

• electrons

Crystal

• lattice sites (nuclei + core electrons, molecules)

• valence electrons

+ + +

+ + +

+ + +-

-

-

--

-

-

-
-

-

-

2021-03-19

Licht-Materie Wechselwirkung

Andrej Pustogow 36



+ + +

+ + +

+ + +-

-

-- -

-- -

-- -

+ + +

+ + +

+ + +-

--- -

-- -

-- -

E(t1) E(t2)

t1 t2

2021-03-19

Licht-Materie Wechselwirkung

Andrej Pustogow 37



+ + +

+ + +

+ + +-

-

-- -

-- -

-- -

+ + +

+ + +

+ + +-

--- -

-- -

-- -

E(t1) E(t2)

t1 t2

𝜀 Permittivität

𝜎 optische Leitfähigkeit

• Frequenzabhängig!!

Ladungen reagieren auf 

elektromagnetisches Feld

𝒋 = 𝜎𝑬
𝑫 = 𝜀𝑬

2021-03-19

Licht-Materie Wechselwirkung

Andrej Pustogow 38
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Energieskalen

Optisches Spektrum

Licht-Materie Wechselwirkung

2021-03-19
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Gitterschwingungen

(Phononen)

Supraleitung

Magnetismus

Energy

Scales

Licht-Materie Wechselwirkung

2021-03-19

Mott Isolatoren, schlechte Metalle

Magneto-elastische Kopplung

Austausch-Wechselwirkung J wird beeinflusst durch 

Verschiebung der Atompositionen durch Phononen

siehe: https://doi.org/10.1103/PhysRevB.101.161115

https://doi.org/10.1103/PhysRevB.101.161115


Andrej Pustogow 41

Optische Spektroskopie

d

Reflexion

Absorption  𝐼 𝑑 = 𝐼0𝑒
−𝛼𝑑

Transmission

Infrarotlicht

Probe

2021-03-19
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Optisches Spektrum

Licht-Materie Wechselwirkung

2021-03-19

1 GHz1 MHz

Radio

1 kHz

Computer

Audio

Wechselstrom 50 Hz
Kernspinresonanz

Quelle: Wikipedia
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Elektron

Gyromagnetisches Verhältnis

𝛾𝑒 = 𝑔𝑒
𝜇𝐵
ℏ
=

𝑒

2𝒎𝒆
𝑔𝑒

Bohr Magneton

𝜇𝐵 =
𝑒ℏ

2𝑚𝑒

𝜸𝒆 = 𝟐𝟖 𝐆𝐇𝐳/𝐓

Andrej Pustogow

𝑩𝟎
• Zeeman Aufspaltung in 

externem Magnetfeld 𝑩𝟎

• ∆𝐸𝑍= ℏ𝛾𝐵 = ℏ𝜔𝐿

2021-03-19

Magnetische Resonanz
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Elektron

Gyromagnetisches Verhältnis

𝛾𝑒 = 𝑔𝑒
𝜇𝐵
ℏ
=

𝑒

2𝒎𝒆
𝑔𝑒

Atomkern

Proton

Bohr Magneton

𝜇𝐵 =
𝑒ℏ

2𝑚𝑒

𝜸𝒏 = 𝟏 − 𝟒𝟎𝐌𝐇𝐳/𝐓

𝜸𝒆 = 𝟐𝟖 𝐆𝐇𝐳/𝐓

𝜸𝒑 = 𝟒𝟐. 𝟔 𝐌𝐇𝐳/𝐓

Andrej Pustogow

𝛾𝑝 =
𝑒

2𝒎𝒑
𝑔𝑝 ≪ 𝛾𝑒

𝛾𝑛 ≤ 𝛾𝑝 ≪ 𝛾𝑒

𝒎𝒑 = 𝟏𝟖𝟑𝟔𝒎𝒆

Magnetische Resonanz

Magnetische Resonanzfrequenz 

abhängig von externem Magnetfeld, 

Ladung und Masse eines Teilchens
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Elektron

Gyromagnetisches Verhältnis

𝛾𝑒 = 𝑔𝑒
𝜇𝐵
ℏ
=

𝑒

2𝒎𝒆
𝑔𝑒

Atomkern

Proton

Bohr Magneton

𝜇𝐵 =
𝑒ℏ

2𝑚𝑒

𝜸𝒏 = 𝟏 − 𝟒𝟎𝐌𝐇𝐳/𝐓

𝜸𝒆 = 𝟐𝟖 𝐆𝐇𝐳/𝐓

𝜸𝒑 = 𝟒𝟐. 𝟔 𝐌𝐇𝐳/𝐓

Andrej Pustogow

Magnetische Resonanz
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NMR – Nuclear Magnetic Resonance

Andrej Pustogow

NMR Spektrometer

2021-03-19

Im Labor:
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• Spin der Leitungselektronen 

erzeugt lokales Magnetfeld am 

Ort des Atomkerns

• ∆𝑓 = 𝐾𝑓0 𝑲 ∝ 𝟏𝟎−𝟐

Paramagnetische Metalle

• lokales Magnetfeld sehr groß

• Antiferromagnetismus:

Aufspaltung der Resonanz-Linien

Magnetische Materialien

Atomkern ‘fühlt’ lokales

Magnetfeld der Elektronen!

Andrej Pustogow

𝑩𝟎

N
M

R

In
te

n
s
it
ä

t

2021-03-19

NMR – Nuclear Magnetic Resonance



49Andrej Pustogow2021-03-19

Join the Team!

• Projektarbeiten

• Masterarbeiten

• Doktorarbeiten

…

• Optische Spektroskopie

• Kernspinresonanz (NMR)

• Tieftemperatur-Experimente

• Messungen unter Druck

https://www.ifp.tuwien.ac.at/forschung/pustogow-research

https://www.ifp.tuwien.ac.at/forschung/pustogow-research


TECHNISCHE

UNIVERSITÄT 

WIEN

INSTITUT FÜR

FESTKÖRPER-

PHYSIK

E138-04:
Quantum Materials
Gruppe Bühler-Paschen
https://www.ifp.tuwien.ac.at/paschen/



TECHNISCHE

UNIVERSITÄT 

WIEN

INSTITUT FÜR

FESTKÖRPER-

PHYSIK

Quantenmaterialien
Materialien, deren makroskopische Eigenschaften durch 
die quantenphysikalische Wellenfunktion von Elektronen 
geprägt werden, und zwar wegen
• der Wechselwirkung zwischen Elektronen
• ihrem topologischen Charakter
Beispiele:
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Figure 4.1: One-dimensional monatomic model. A chain of masses m, separated by a
distance a, are linked by springs with force constant C.

Figure 4.2: Phonon dispersion for diatomic model. In the monatomic case only the
acoustic mode exists. Optical photons can excite modes at the zone centre (k = 0).

elementary excitations similar to phonons. These excitations are referred to as spin-wave

or magnon modes and constitute oscillations in the microscopic magnetisation. In the

case of a simple one-dimensional ferromagnet shown in Figure 4.3 (a), the ground state is

characterised by all spins being in parallel alignment. In analogy to the spring connected

masses, the nearest-neighbour interaction of spin moment Sp to Sp+1 is given by the

Heisenberg interaction and the net internal energy U , over N spins, is therefore,

U = �2J
NX

p=1

Sp · Sp+1. (4.6)

Here J is the Heisenberg exchange integral. Treating the spin moments as classical vectors

with Sp ·Sp+1 = S
2, the internal energy becomes U0 = �2NJS

2. A possible excited state

is shown in Figure 4.3 (b) by flipping one spin moment. This increases the energy by 8JS2,

i.e. U1 = U0 + 8JS2. There is however, a lower energy state if each spin moment is able

to share the e↵ects of the reversal producing a wave like oscillation as in Figure 4.3 (c)
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Heisenberg interaction and the net internal energy U , over N spins, is therefore,
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Here J is the Heisenberg exchange integral. Treating the spin moments as classical vectors
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2, the internal energy becomes U0 = �2NJS
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is shown in Figure 4.3 (b) by flipping one spin moment. This increases the energy by 8JS2,

i.e. U1 = U0 + 8JS2. There is however, a lower energy state if each spin moment is able

to share the e↵ects of the reversal producing a wave like oscillation as in Figure 4.3 (c)
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Figure 4.1: One-dimensional monatomic model. A chain of masses m, separated by a
distance a, are linked by springs with force constant C.

Figure 4.2: Phonon dispersion for diatomic model. In the monatomic case only the
acoustic mode exists. Optical photons can excite modes at the zone centre (k = 0).
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FIG. 1. Crystal structure of Fe2VAl [14].

X-ray absorption fine structure (XAFS) and x-ray flu-
orescence holography (XFH) measurements provide local
structural information about dopants, which is useful to ob-
tain microscopic understanding of the doping effect. These
techniques are sensitive to thermal vibration of dopants, and
thus, atomic level information of their dynamics can be
investigated. XAFS is a widely used technique, which can
evaluate the thermal vibration in the radial direction through
the Debye-Waller factor or the rms displacement. On the other
hand, XFH is a relatively new technique [18–20], which can
visualize the three-dimensional atomic configurations around
a specific element without assuming any structural models and
has been applied to various materials [21–29]. The intensity
and the shape of the obtained atomic image strongly reflect
the positional fluctuations of the central or surrounding atoms
[30–36], and thus, this technique is available to evaluate
thermal vibrations of dopants. Although the spatial resolution
of XFH is worse than XAFS, XFH has the advantage that it
provides three-dimensional atomic images around the dopant
within a wide range of about 1 nm.

Moreover, the doping effect on phonon dispersion rela-
tions is also of great importance to clarify the microscopic
origin of the κph reduction. Since phonons are the carrier of
the heat, variation in the phonon dispersion caused by the
doping should provide valuable insight into κph reduction.
Phonon dispersion relations can be investigated using inelastic
x-ray scattering (IXS). So far, IXS techniques have been
applied to several thermoelectric materials, such as PbTe
[37], skutterudites [38–40], and sodium cobaltate [41], in
order to understand low κph values realized in these systems.
On the other hand, the phonon dispersion of Fe2VAl was
investigated only theoretically using first-principles calcula-
tions [42–44]. Theoretical approaches are, of course, useful
to obtain detailed information about phonons, such as the
partial density of states (PDOS), but they are demanding for
systems including dopants, where the translational symmetry
of the crystal is not available. Therefore, an IXS experiment
is indispensable to obtain phonon dispersions of Fe2VAl
containing dopants. Since the scattering strength for x-rays
is approximately proportional to the square of the atomic
number, IXS is sensitive to heavy elements and provides
information complementary to INS. Therefore, IXS is suitable
to detect variations in phonon dispersions caused by a small

FIG. 2. XRD pattern of Fe2(V0.95Ta0.05)Al and Fe2VAl powders.
Cu Kα radiation was used as the incident x-ray.

amount of heavy dopants, which, in general, suppress κph
more efficiently than light dopants.

In this study, XAFS, XFH, and IXS techniques are ap-
plied to Fe2(V0.95Ta0.05)Al, which exhibits a lower κph value
by about 45% compared with that of the undoped Fe2VAl
[45]. The XFH and XAFS experiments reveal much stronger
positional correlations between Ta and surrounding Fe than
between V and Fe. Also, we find a dispersionless vibrational
mode of Ta in the IXS results which is considered the resonant
mode of Ta. On the basis of these observations, dynamic
properties of Ta and their effect on κph are discussed.

II. EXPERIMENT AND ANALYSIS

Ingots of Fe2VAl and Fe2(V0.95Ta0.05)Al were prepared by
repeating arc melting of 99.99% pure Fe and Al and 99.9%
pure V and Ta in an argon atmosphere. The ingots were
homogenized at 1273 K for 48 h in vacuum. Since single
crystals are required for XFH and IXS measurements, they
were grown from these ingots using the Czochralski method
in a tri-arc furnace. Then, the crystals were cut along the (100)
plane. The diameters and the thicknesses of the obtained sam-
ples are about 5 and 1 mm, respectively. Here, the crystal ori-
entations were confirmed by the Laue method. The real com-
positions of undoped and Ta-doped samples were confirmed
to be Fe1.996V1.061Al0.943 and Fe2.027V0.970Ta0.058Al0.945, re-
spectively, using energy dispersive x-ray spectroscopy with
an electron microscope. For the XAFS measurements, powder
samples of Fe2(V0.95Ta0.05)Al and Fe2VAl diluted with BN
powder were prepared and were pressed into a pellet. The
x-ray diffraction (XRD) measurements were performed for
these powder samples as shown in Fig. 2. The x-ray wave-
length was 1.54 Å (Cu Kα radiation). The XRD patterns
confirm the L21 Heusler-type structure of these samples [45].
The assigned indexes are indicated in the inset in the range of
2θ below 75◦.

V K-edge (5.465 keV) and Ta LIII-edge (9.881 keV)
XAFS measurements for Fe2(V0.95Ta0.05)Al were performed
at BL01B1 in the SPring-8. The V K-edge XAFS experiment
for undoped Fe2VAl was also carried out. The incident x-
ray beam was monochromatized by a Si(111) double-crystal
monochromator. The measurements were performed at room
temperature. The V K-edge spectrum was measured in the
transmission mode using two ionization chambers in front of
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FIG. 1. Crystal structure of Fe2VAl [14].

X-ray absorption fine structure (XAFS) and x-ray flu-
orescence holography (XFH) measurements provide local
structural information about dopants, which is useful to ob-
tain microscopic understanding of the doping effect. These
techniques are sensitive to thermal vibration of dopants, and
thus, atomic level information of their dynamics can be
investigated. XAFS is a widely used technique, which can
evaluate the thermal vibration in the radial direction through
the Debye-Waller factor or the rms displacement. On the other
hand, XFH is a relatively new technique [18–20], which can
visualize the three-dimensional atomic configurations around
a specific element without assuming any structural models and
has been applied to various materials [21–29]. The intensity
and the shape of the obtained atomic image strongly reflect
the positional fluctuations of the central or surrounding atoms
[30–36], and thus, this technique is available to evaluate
thermal vibrations of dopants. Although the spatial resolution
of XFH is worse than XAFS, XFH has the advantage that it
provides three-dimensional atomic images around the dopant
within a wide range of about 1 nm.

Moreover, the doping effect on phonon dispersion rela-
tions is also of great importance to clarify the microscopic
origin of the κph reduction. Since phonons are the carrier of
the heat, variation in the phonon dispersion caused by the
doping should provide valuable insight into κph reduction.
Phonon dispersion relations can be investigated using inelastic
x-ray scattering (IXS). So far, IXS techniques have been
applied to several thermoelectric materials, such as PbTe
[37], skutterudites [38–40], and sodium cobaltate [41], in
order to understand low κph values realized in these systems.
On the other hand, the phonon dispersion of Fe2VAl was
investigated only theoretically using first-principles calcula-
tions [42–44]. Theoretical approaches are, of course, useful
to obtain detailed information about phonons, such as the
partial density of states (PDOS), but they are demanding for
systems including dopants, where the translational symmetry
of the crystal is not available. Therefore, an IXS experiment
is indispensable to obtain phonon dispersions of Fe2VAl
containing dopants. Since the scattering strength for x-rays
is approximately proportional to the square of the atomic
number, IXS is sensitive to heavy elements and provides
information complementary to INS. Therefore, IXS is suitable
to detect variations in phonon dispersions caused by a small

FIG. 2. XRD pattern of Fe2(V0.95Ta0.05)Al and Fe2VAl powders.
Cu Kα radiation was used as the incident x-ray.

amount of heavy dopants, which, in general, suppress κph
more efficiently than light dopants.

In this study, XAFS, XFH, and IXS techniques are ap-
plied to Fe2(V0.95Ta0.05)Al, which exhibits a lower κph value
by about 45% compared with that of the undoped Fe2VAl
[45]. The XFH and XAFS experiments reveal much stronger
positional correlations between Ta and surrounding Fe than
between V and Fe. Also, we find a dispersionless vibrational
mode of Ta in the IXS results which is considered the resonant
mode of Ta. On the basis of these observations, dynamic
properties of Ta and their effect on κph are discussed.

II. EXPERIMENT AND ANALYSIS

Ingots of Fe2VAl and Fe2(V0.95Ta0.05)Al were prepared by
repeating arc melting of 99.99% pure Fe and Al and 99.9%
pure V and Ta in an argon atmosphere. The ingots were
homogenized at 1273 K for 48 h in vacuum. Since single
crystals are required for XFH and IXS measurements, they
were grown from these ingots using the Czochralski method
in a tri-arc furnace. Then, the crystals were cut along the (100)
plane. The diameters and the thicknesses of the obtained sam-
ples are about 5 and 1 mm, respectively. Here, the crystal ori-
entations were confirmed by the Laue method. The real com-
positions of undoped and Ta-doped samples were confirmed
to be Fe1.996V1.061Al0.943 and Fe2.027V0.970Ta0.058Al0.945, re-
spectively, using energy dispersive x-ray spectroscopy with
an electron microscope. For the XAFS measurements, powder
samples of Fe2(V0.95Ta0.05)Al and Fe2VAl diluted with BN
powder were prepared and were pressed into a pellet. The
x-ray diffraction (XRD) measurements were performed for
these powder samples as shown in Fig. 2. The x-ray wave-
length was 1.54 Å (Cu Kα radiation). The XRD patterns
confirm the L21 Heusler-type structure of these samples [45].
The assigned indexes are indicated in the inset in the range of
2θ below 75◦.

V K-edge (5.465 keV) and Ta LIII-edge (9.881 keV)
XAFS measurements for Fe2(V0.95Ta0.05)Al were performed
at BL01B1 in the SPring-8. The V K-edge XAFS experiment
for undoped Fe2VAl was also carried out. The incident x-
ray beam was monochromatized by a Si(111) double-crystal
monochromator. The measurements were performed at room
temperature. The V K-edge spectrum was measured in the
transmission mode using two ionization chambers in front of
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FIG. 1. Crystal structure of Fe2VAl [14].

X-ray absorption fine structure (XAFS) and x-ray flu-
orescence holography (XFH) measurements provide local
structural information about dopants, which is useful to ob-
tain microscopic understanding of the doping effect. These
techniques are sensitive to thermal vibration of dopants, and
thus, atomic level information of their dynamics can be
investigated. XAFS is a widely used technique, which can
evaluate the thermal vibration in the radial direction through
the Debye-Waller factor or the rms displacement. On the other
hand, XFH is a relatively new technique [18–20], which can
visualize the three-dimensional atomic configurations around
a specific element without assuming any structural models and
has been applied to various materials [21–29]. The intensity
and the shape of the obtained atomic image strongly reflect
the positional fluctuations of the central or surrounding atoms
[30–36], and thus, this technique is available to evaluate
thermal vibrations of dopants. Although the spatial resolution
of XFH is worse than XAFS, XFH has the advantage that it
provides three-dimensional atomic images around the dopant
within a wide range of about 1 nm.

Moreover, the doping effect on phonon dispersion rela-
tions is also of great importance to clarify the microscopic
origin of the κph reduction. Since phonons are the carrier of
the heat, variation in the phonon dispersion caused by the
doping should provide valuable insight into κph reduction.
Phonon dispersion relations can be investigated using inelastic
x-ray scattering (IXS). So far, IXS techniques have been
applied to several thermoelectric materials, such as PbTe
[37], skutterudites [38–40], and sodium cobaltate [41], in
order to understand low κph values realized in these systems.
On the other hand, the phonon dispersion of Fe2VAl was
investigated only theoretically using first-principles calcula-
tions [42–44]. Theoretical approaches are, of course, useful
to obtain detailed information about phonons, such as the
partial density of states (PDOS), but they are demanding for
systems including dopants, where the translational symmetry
of the crystal is not available. Therefore, an IXS experiment
is indispensable to obtain phonon dispersions of Fe2VAl
containing dopants. Since the scattering strength for x-rays
is approximately proportional to the square of the atomic
number, IXS is sensitive to heavy elements and provides
information complementary to INS. Therefore, IXS is suitable
to detect variations in phonon dispersions caused by a small

FIG. 2. XRD pattern of Fe2(V0.95Ta0.05)Al and Fe2VAl powders.
Cu Kα radiation was used as the incident x-ray.

amount of heavy dopants, which, in general, suppress κph
more efficiently than light dopants.

In this study, XAFS, XFH, and IXS techniques are ap-
plied to Fe2(V0.95Ta0.05)Al, which exhibits a lower κph value
by about 45% compared with that of the undoped Fe2VAl
[45]. The XFH and XAFS experiments reveal much stronger
positional correlations between Ta and surrounding Fe than
between V and Fe. Also, we find a dispersionless vibrational
mode of Ta in the IXS results which is considered the resonant
mode of Ta. On the basis of these observations, dynamic
properties of Ta and their effect on κph are discussed.

II. EXPERIMENT AND ANALYSIS

Ingots of Fe2VAl and Fe2(V0.95Ta0.05)Al were prepared by
repeating arc melting of 99.99% pure Fe and Al and 99.9%
pure V and Ta in an argon atmosphere. The ingots were
homogenized at 1273 K for 48 h in vacuum. Since single
crystals are required for XFH and IXS measurements, they
were grown from these ingots using the Czochralski method
in a tri-arc furnace. Then, the crystals were cut along the (100)
plane. The diameters and the thicknesses of the obtained sam-
ples are about 5 and 1 mm, respectively. Here, the crystal ori-
entations were confirmed by the Laue method. The real com-
positions of undoped and Ta-doped samples were confirmed
to be Fe1.996V1.061Al0.943 and Fe2.027V0.970Ta0.058Al0.945, re-
spectively, using energy dispersive x-ray spectroscopy with
an electron microscope. For the XAFS measurements, powder
samples of Fe2(V0.95Ta0.05)Al and Fe2VAl diluted with BN
powder were prepared and were pressed into a pellet. The
x-ray diffraction (XRD) measurements were performed for
these powder samples as shown in Fig. 2. The x-ray wave-
length was 1.54 Å (Cu Kα radiation). The XRD patterns
confirm the L21 Heusler-type structure of these samples [45].
The assigned indexes are indicated in the inset in the range of
2θ below 75◦.

V K-edge (5.465 keV) and Ta LIII-edge (9.881 keV)
XAFS measurements for Fe2(V0.95Ta0.05)Al were performed
at BL01B1 in the SPring-8. The V K-edge XAFS experiment
for undoped Fe2VAl was also carried out. The incident x-
ray beam was monochromatized by a Si(111) double-crystal
monochromator. The measurements were performed at room
temperature. The V K-edge spectrum was measured in the
transmission mode using two ionization chambers in front of
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FIG. 1. Crystal structure of Fe2VAl [14].

X-ray absorption fine structure (XAFS) and x-ray flu-
orescence holography (XFH) measurements provide local
structural information about dopants, which is useful to ob-
tain microscopic understanding of the doping effect. These
techniques are sensitive to thermal vibration of dopants, and
thus, atomic level information of their dynamics can be
investigated. XAFS is a widely used technique, which can
evaluate the thermal vibration in the radial direction through
the Debye-Waller factor or the rms displacement. On the other
hand, XFH is a relatively new technique [18–20], which can
visualize the three-dimensional atomic configurations around
a specific element without assuming any structural models and
has been applied to various materials [21–29]. The intensity
and the shape of the obtained atomic image strongly reflect
the positional fluctuations of the central or surrounding atoms
[30–36], and thus, this technique is available to evaluate
thermal vibrations of dopants. Although the spatial resolution
of XFH is worse than XAFS, XFH has the advantage that it
provides three-dimensional atomic images around the dopant
within a wide range of about 1 nm.

Moreover, the doping effect on phonon dispersion rela-
tions is also of great importance to clarify the microscopic
origin of the κph reduction. Since phonons are the carrier of
the heat, variation in the phonon dispersion caused by the
doping should provide valuable insight into κph reduction.
Phonon dispersion relations can be investigated using inelastic
x-ray scattering (IXS). So far, IXS techniques have been
applied to several thermoelectric materials, such as PbTe
[37], skutterudites [38–40], and sodium cobaltate [41], in
order to understand low κph values realized in these systems.
On the other hand, the phonon dispersion of Fe2VAl was
investigated only theoretically using first-principles calcula-
tions [42–44]. Theoretical approaches are, of course, useful
to obtain detailed information about phonons, such as the
partial density of states (PDOS), but they are demanding for
systems including dopants, where the translational symmetry
of the crystal is not available. Therefore, an IXS experiment
is indispensable to obtain phonon dispersions of Fe2VAl
containing dopants. Since the scattering strength for x-rays
is approximately proportional to the square of the atomic
number, IXS is sensitive to heavy elements and provides
information complementary to INS. Therefore, IXS is suitable
to detect variations in phonon dispersions caused by a small

FIG. 2. XRD pattern of Fe2(V0.95Ta0.05)Al and Fe2VAl powders.
Cu Kα radiation was used as the incident x-ray.

amount of heavy dopants, which, in general, suppress κph
more efficiently than light dopants.

In this study, XAFS, XFH, and IXS techniques are ap-
plied to Fe2(V0.95Ta0.05)Al, which exhibits a lower κph value
by about 45% compared with that of the undoped Fe2VAl
[45]. The XFH and XAFS experiments reveal much stronger
positional correlations between Ta and surrounding Fe than
between V and Fe. Also, we find a dispersionless vibrational
mode of Ta in the IXS results which is considered the resonant
mode of Ta. On the basis of these observations, dynamic
properties of Ta and their effect on κph are discussed.

II. EXPERIMENT AND ANALYSIS

Ingots of Fe2VAl and Fe2(V0.95Ta0.05)Al were prepared by
repeating arc melting of 99.99% pure Fe and Al and 99.9%
pure V and Ta in an argon atmosphere. The ingots were
homogenized at 1273 K for 48 h in vacuum. Since single
crystals are required for XFH and IXS measurements, they
were grown from these ingots using the Czochralski method
in a tri-arc furnace. Then, the crystals were cut along the (100)
plane. The diameters and the thicknesses of the obtained sam-
ples are about 5 and 1 mm, respectively. Here, the crystal ori-
entations were confirmed by the Laue method. The real com-
positions of undoped and Ta-doped samples were confirmed
to be Fe1.996V1.061Al0.943 and Fe2.027V0.970Ta0.058Al0.945, re-
spectively, using energy dispersive x-ray spectroscopy with
an electron microscope. For the XAFS measurements, powder
samples of Fe2(V0.95Ta0.05)Al and Fe2VAl diluted with BN
powder were prepared and were pressed into a pellet. The
x-ray diffraction (XRD) measurements were performed for
these powder samples as shown in Fig. 2. The x-ray wave-
length was 1.54 Å (Cu Kα radiation). The XRD patterns
confirm the L21 Heusler-type structure of these samples [45].
The assigned indexes are indicated in the inset in the range of
2θ below 75◦.

V K-edge (5.465 keV) and Ta LIII-edge (9.881 keV)
XAFS measurements for Fe2(V0.95Ta0.05)Al were performed
at BL01B1 in the SPring-8. The V K-edge XAFS experiment
for undoped Fe2VAl was also carried out. The incident x-
ray beam was monochromatized by a Si(111) double-crystal
monochromator. The measurements were performed at room
temperature. The V K-edge spectrum was measured in the
transmission mode using two ionization chambers in front of
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FIG. 1. Crystal structure of Fe2VAl [14].

X-ray absorption fine structure (XAFS) and x-ray flu-
orescence holography (XFH) measurements provide local
structural information about dopants, which is useful to ob-
tain microscopic understanding of the doping effect. These
techniques are sensitive to thermal vibration of dopants, and
thus, atomic level information of their dynamics can be
investigated. XAFS is a widely used technique, which can
evaluate the thermal vibration in the radial direction through
the Debye-Waller factor or the rms displacement. On the other
hand, XFH is a relatively new technique [18–20], which can
visualize the three-dimensional atomic configurations around
a specific element without assuming any structural models and
has been applied to various materials [21–29]. The intensity
and the shape of the obtained atomic image strongly reflect
the positional fluctuations of the central or surrounding atoms
[30–36], and thus, this technique is available to evaluate
thermal vibrations of dopants. Although the spatial resolution
of XFH is worse than XAFS, XFH has the advantage that it
provides three-dimensional atomic images around the dopant
within a wide range of about 1 nm.

Moreover, the doping effect on phonon dispersion rela-
tions is also of great importance to clarify the microscopic
origin of the κph reduction. Since phonons are the carrier of
the heat, variation in the phonon dispersion caused by the
doping should provide valuable insight into κph reduction.
Phonon dispersion relations can be investigated using inelastic
x-ray scattering (IXS). So far, IXS techniques have been
applied to several thermoelectric materials, such as PbTe
[37], skutterudites [38–40], and sodium cobaltate [41], in
order to understand low κph values realized in these systems.
On the other hand, the phonon dispersion of Fe2VAl was
investigated only theoretically using first-principles calcula-
tions [42–44]. Theoretical approaches are, of course, useful
to obtain detailed information about phonons, such as the
partial density of states (PDOS), but they are demanding for
systems including dopants, where the translational symmetry
of the crystal is not available. Therefore, an IXS experiment
is indispensable to obtain phonon dispersions of Fe2VAl
containing dopants. Since the scattering strength for x-rays
is approximately proportional to the square of the atomic
number, IXS is sensitive to heavy elements and provides
information complementary to INS. Therefore, IXS is suitable
to detect variations in phonon dispersions caused by a small

FIG. 2. XRD pattern of Fe2(V0.95Ta0.05)Al and Fe2VAl powders.
Cu Kα radiation was used as the incident x-ray.

amount of heavy dopants, which, in general, suppress κph
more efficiently than light dopants.

In this study, XAFS, XFH, and IXS techniques are ap-
plied to Fe2(V0.95Ta0.05)Al, which exhibits a lower κph value
by about 45% compared with that of the undoped Fe2VAl
[45]. The XFH and XAFS experiments reveal much stronger
positional correlations between Ta and surrounding Fe than
between V and Fe. Also, we find a dispersionless vibrational
mode of Ta in the IXS results which is considered the resonant
mode of Ta. On the basis of these observations, dynamic
properties of Ta and their effect on κph are discussed.

II. EXPERIMENT AND ANALYSIS

Ingots of Fe2VAl and Fe2(V0.95Ta0.05)Al were prepared by
repeating arc melting of 99.99% pure Fe and Al and 99.9%
pure V and Ta in an argon atmosphere. The ingots were
homogenized at 1273 K for 48 h in vacuum. Since single
crystals are required for XFH and IXS measurements, they
were grown from these ingots using the Czochralski method
in a tri-arc furnace. Then, the crystals were cut along the (100)
plane. The diameters and the thicknesses of the obtained sam-
ples are about 5 and 1 mm, respectively. Here, the crystal ori-
entations were confirmed by the Laue method. The real com-
positions of undoped and Ta-doped samples were confirmed
to be Fe1.996V1.061Al0.943 and Fe2.027V0.970Ta0.058Al0.945, re-
spectively, using energy dispersive x-ray spectroscopy with
an electron microscope. For the XAFS measurements, powder
samples of Fe2(V0.95Ta0.05)Al and Fe2VAl diluted with BN
powder were prepared and were pressed into a pellet. The
x-ray diffraction (XRD) measurements were performed for
these powder samples as shown in Fig. 2. The x-ray wave-
length was 1.54 Å (Cu Kα radiation). The XRD patterns
confirm the L21 Heusler-type structure of these samples [45].
The assigned indexes are indicated in the inset in the range of
2θ below 75◦.

V K-edge (5.465 keV) and Ta LIII-edge (9.881 keV)
XAFS measurements for Fe2(V0.95Ta0.05)Al were performed
at BL01B1 in the SPring-8. The V K-edge XAFS experiment
for undoped Fe2VAl was also carried out. The incident x-
ray beam was monochromatized by a Si(111) double-crystal
monochromator. The measurements were performed at room
temperature. The V K-edge spectrum was measured in the
transmission mode using two ionization chambers in front of
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FIG. 1. Crystal structure of Fe2VAl [14].

X-ray absorption fine structure (XAFS) and x-ray flu-
orescence holography (XFH) measurements provide local
structural information about dopants, which is useful to ob-
tain microscopic understanding of the doping effect. These
techniques are sensitive to thermal vibration of dopants, and
thus, atomic level information of their dynamics can be
investigated. XAFS is a widely used technique, which can
evaluate the thermal vibration in the radial direction through
the Debye-Waller factor or the rms displacement. On the other
hand, XFH is a relatively new technique [18–20], which can
visualize the three-dimensional atomic configurations around
a specific element without assuming any structural models and
has been applied to various materials [21–29]. The intensity
and the shape of the obtained atomic image strongly reflect
the positional fluctuations of the central or surrounding atoms
[30–36], and thus, this technique is available to evaluate
thermal vibrations of dopants. Although the spatial resolution
of XFH is worse than XAFS, XFH has the advantage that it
provides three-dimensional atomic images around the dopant
within a wide range of about 1 nm.

Moreover, the doping effect on phonon dispersion rela-
tions is also of great importance to clarify the microscopic
origin of the κph reduction. Since phonons are the carrier of
the heat, variation in the phonon dispersion caused by the
doping should provide valuable insight into κph reduction.
Phonon dispersion relations can be investigated using inelastic
x-ray scattering (IXS). So far, IXS techniques have been
applied to several thermoelectric materials, such as PbTe
[37], skutterudites [38–40], and sodium cobaltate [41], in
order to understand low κph values realized in these systems.
On the other hand, the phonon dispersion of Fe2VAl was
investigated only theoretically using first-principles calcula-
tions [42–44]. Theoretical approaches are, of course, useful
to obtain detailed information about phonons, such as the
partial density of states (PDOS), but they are demanding for
systems including dopants, where the translational symmetry
of the crystal is not available. Therefore, an IXS experiment
is indispensable to obtain phonon dispersions of Fe2VAl
containing dopants. Since the scattering strength for x-rays
is approximately proportional to the square of the atomic
number, IXS is sensitive to heavy elements and provides
information complementary to INS. Therefore, IXS is suitable
to detect variations in phonon dispersions caused by a small

FIG. 2. XRD pattern of Fe2(V0.95Ta0.05)Al and Fe2VAl powders.
Cu Kα radiation was used as the incident x-ray.

amount of heavy dopants, which, in general, suppress κph
more efficiently than light dopants.

In this study, XAFS, XFH, and IXS techniques are ap-
plied to Fe2(V0.95Ta0.05)Al, which exhibits a lower κph value
by about 45% compared with that of the undoped Fe2VAl
[45]. The XFH and XAFS experiments reveal much stronger
positional correlations between Ta and surrounding Fe than
between V and Fe. Also, we find a dispersionless vibrational
mode of Ta in the IXS results which is considered the resonant
mode of Ta. On the basis of these observations, dynamic
properties of Ta and their effect on κph are discussed.

II. EXPERIMENT AND ANALYSIS

Ingots of Fe2VAl and Fe2(V0.95Ta0.05)Al were prepared by
repeating arc melting of 99.99% pure Fe and Al and 99.9%
pure V and Ta in an argon atmosphere. The ingots were
homogenized at 1273 K for 48 h in vacuum. Since single
crystals are required for XFH and IXS measurements, they
were grown from these ingots using the Czochralski method
in a tri-arc furnace. Then, the crystals were cut along the (100)
plane. The diameters and the thicknesses of the obtained sam-
ples are about 5 and 1 mm, respectively. Here, the crystal ori-
entations were confirmed by the Laue method. The real com-
positions of undoped and Ta-doped samples were confirmed
to be Fe1.996V1.061Al0.943 and Fe2.027V0.970Ta0.058Al0.945, re-
spectively, using energy dispersive x-ray spectroscopy with
an electron microscope. For the XAFS measurements, powder
samples of Fe2(V0.95Ta0.05)Al and Fe2VAl diluted with BN
powder were prepared and were pressed into a pellet. The
x-ray diffraction (XRD) measurements were performed for
these powder samples as shown in Fig. 2. The x-ray wave-
length was 1.54 Å (Cu Kα radiation). The XRD patterns
confirm the L21 Heusler-type structure of these samples [45].
The assigned indexes are indicated in the inset in the range of
2θ below 75◦.

V K-edge (5.465 keV) and Ta LIII-edge (9.881 keV)
XAFS measurements for Fe2(V0.95Ta0.05)Al were performed
at BL01B1 in the SPring-8. The V K-edge XAFS experiment
for undoped Fe2VAl was also carried out. The incident x-
ray beam was monochromatized by a Si(111) double-crystal
monochromator. The measurements were performed at room
temperature. The V K-edge spectrum was measured in the
transmission mode using two ionization chambers in front of
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FIG. 1. Crystal structure of Fe2VAl [14].

X-ray absorption fine structure (XAFS) and x-ray flu-
orescence holography (XFH) measurements provide local
structural information about dopants, which is useful to ob-
tain microscopic understanding of the doping effect. These
techniques are sensitive to thermal vibration of dopants, and
thus, atomic level information of their dynamics can be
investigated. XAFS is a widely used technique, which can
evaluate the thermal vibration in the radial direction through
the Debye-Waller factor or the rms displacement. On the other
hand, XFH is a relatively new technique [18–20], which can
visualize the three-dimensional atomic configurations around
a specific element without assuming any structural models and
has been applied to various materials [21–29]. The intensity
and the shape of the obtained atomic image strongly reflect
the positional fluctuations of the central or surrounding atoms
[30–36], and thus, this technique is available to evaluate
thermal vibrations of dopants. Although the spatial resolution
of XFH is worse than XAFS, XFH has the advantage that it
provides three-dimensional atomic images around the dopant
within a wide range of about 1 nm.

Moreover, the doping effect on phonon dispersion rela-
tions is also of great importance to clarify the microscopic
origin of the κph reduction. Since phonons are the carrier of
the heat, variation in the phonon dispersion caused by the
doping should provide valuable insight into κph reduction.
Phonon dispersion relations can be investigated using inelastic
x-ray scattering (IXS). So far, IXS techniques have been
applied to several thermoelectric materials, such as PbTe
[37], skutterudites [38–40], and sodium cobaltate [41], in
order to understand low κph values realized in these systems.
On the other hand, the phonon dispersion of Fe2VAl was
investigated only theoretically using first-principles calcula-
tions [42–44]. Theoretical approaches are, of course, useful
to obtain detailed information about phonons, such as the
partial density of states (PDOS), but they are demanding for
systems including dopants, where the translational symmetry
of the crystal is not available. Therefore, an IXS experiment
is indispensable to obtain phonon dispersions of Fe2VAl
containing dopants. Since the scattering strength for x-rays
is approximately proportional to the square of the atomic
number, IXS is sensitive to heavy elements and provides
information complementary to INS. Therefore, IXS is suitable
to detect variations in phonon dispersions caused by a small

FIG. 2. XRD pattern of Fe2(V0.95Ta0.05)Al and Fe2VAl powders.
Cu Kα radiation was used as the incident x-ray.

amount of heavy dopants, which, in general, suppress κph
more efficiently than light dopants.

In this study, XAFS, XFH, and IXS techniques are ap-
plied to Fe2(V0.95Ta0.05)Al, which exhibits a lower κph value
by about 45% compared with that of the undoped Fe2VAl
[45]. The XFH and XAFS experiments reveal much stronger
positional correlations between Ta and surrounding Fe than
between V and Fe. Also, we find a dispersionless vibrational
mode of Ta in the IXS results which is considered the resonant
mode of Ta. On the basis of these observations, dynamic
properties of Ta and their effect on κph are discussed.

II. EXPERIMENT AND ANALYSIS

Ingots of Fe2VAl and Fe2(V0.95Ta0.05)Al were prepared by
repeating arc melting of 99.99% pure Fe and Al and 99.9%
pure V and Ta in an argon atmosphere. The ingots were
homogenized at 1273 K for 48 h in vacuum. Since single
crystals are required for XFH and IXS measurements, they
were grown from these ingots using the Czochralski method
in a tri-arc furnace. Then, the crystals were cut along the (100)
plane. The diameters and the thicknesses of the obtained sam-
ples are about 5 and 1 mm, respectively. Here, the crystal ori-
entations were confirmed by the Laue method. The real com-
positions of undoped and Ta-doped samples were confirmed
to be Fe1.996V1.061Al0.943 and Fe2.027V0.970Ta0.058Al0.945, re-
spectively, using energy dispersive x-ray spectroscopy with
an electron microscope. For the XAFS measurements, powder
samples of Fe2(V0.95Ta0.05)Al and Fe2VAl diluted with BN
powder were prepared and were pressed into a pellet. The
x-ray diffraction (XRD) measurements were performed for
these powder samples as shown in Fig. 2. The x-ray wave-
length was 1.54 Å (Cu Kα radiation). The XRD patterns
confirm the L21 Heusler-type structure of these samples [45].
The assigned indexes are indicated in the inset in the range of
2θ below 75◦.

V K-edge (5.465 keV) and Ta LIII-edge (9.881 keV)
XAFS measurements for Fe2(V0.95Ta0.05)Al were performed
at BL01B1 in the SPring-8. The V K-edge XAFS experiment
for undoped Fe2VAl was also carried out. The incident x-
ray beam was monochromatized by a Si(111) double-crystal
monochromator. The measurements were performed at room
temperature. The V K-edge spectrum was measured in the
transmission mode using two ionization chambers in front of
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FIG. 1. Crystal structure of Fe2VAl [14].

X-ray absorption fine structure (XAFS) and x-ray flu-
orescence holography (XFH) measurements provide local
structural information about dopants, which is useful to ob-
tain microscopic understanding of the doping effect. These
techniques are sensitive to thermal vibration of dopants, and
thus, atomic level information of their dynamics can be
investigated. XAFS is a widely used technique, which can
evaluate the thermal vibration in the radial direction through
the Debye-Waller factor or the rms displacement. On the other
hand, XFH is a relatively new technique [18–20], which can
visualize the three-dimensional atomic configurations around
a specific element without assuming any structural models and
has been applied to various materials [21–29]. The intensity
and the shape of the obtained atomic image strongly reflect
the positional fluctuations of the central or surrounding atoms
[30–36], and thus, this technique is available to evaluate
thermal vibrations of dopants. Although the spatial resolution
of XFH is worse than XAFS, XFH has the advantage that it
provides three-dimensional atomic images around the dopant
within a wide range of about 1 nm.

Moreover, the doping effect on phonon dispersion rela-
tions is also of great importance to clarify the microscopic
origin of the κph reduction. Since phonons are the carrier of
the heat, variation in the phonon dispersion caused by the
doping should provide valuable insight into κph reduction.
Phonon dispersion relations can be investigated using inelastic
x-ray scattering (IXS). So far, IXS techniques have been
applied to several thermoelectric materials, such as PbTe
[37], skutterudites [38–40], and sodium cobaltate [41], in
order to understand low κph values realized in these systems.
On the other hand, the phonon dispersion of Fe2VAl was
investigated only theoretically using first-principles calcula-
tions [42–44]. Theoretical approaches are, of course, useful
to obtain detailed information about phonons, such as the
partial density of states (PDOS), but they are demanding for
systems including dopants, where the translational symmetry
of the crystal is not available. Therefore, an IXS experiment
is indispensable to obtain phonon dispersions of Fe2VAl
containing dopants. Since the scattering strength for x-rays
is approximately proportional to the square of the atomic
number, IXS is sensitive to heavy elements and provides
information complementary to INS. Therefore, IXS is suitable
to detect variations in phonon dispersions caused by a small

FIG. 2. XRD pattern of Fe2(V0.95Ta0.05)Al and Fe2VAl powders.
Cu Kα radiation was used as the incident x-ray.

amount of heavy dopants, which, in general, suppress κph
more efficiently than light dopants.

In this study, XAFS, XFH, and IXS techniques are ap-
plied to Fe2(V0.95Ta0.05)Al, which exhibits a lower κph value
by about 45% compared with that of the undoped Fe2VAl
[45]. The XFH and XAFS experiments reveal much stronger
positional correlations between Ta and surrounding Fe than
between V and Fe. Also, we find a dispersionless vibrational
mode of Ta in the IXS results which is considered the resonant
mode of Ta. On the basis of these observations, dynamic
properties of Ta and their effect on κph are discussed.

II. EXPERIMENT AND ANALYSIS

Ingots of Fe2VAl and Fe2(V0.95Ta0.05)Al were prepared by
repeating arc melting of 99.99% pure Fe and Al and 99.9%
pure V and Ta in an argon atmosphere. The ingots were
homogenized at 1273 K for 48 h in vacuum. Since single
crystals are required for XFH and IXS measurements, they
were grown from these ingots using the Czochralski method
in a tri-arc furnace. Then, the crystals were cut along the (100)
plane. The diameters and the thicknesses of the obtained sam-
ples are about 5 and 1 mm, respectively. Here, the crystal ori-
entations were confirmed by the Laue method. The real com-
positions of undoped and Ta-doped samples were confirmed
to be Fe1.996V1.061Al0.943 and Fe2.027V0.970Ta0.058Al0.945, re-
spectively, using energy dispersive x-ray spectroscopy with
an electron microscope. For the XAFS measurements, powder
samples of Fe2(V0.95Ta0.05)Al and Fe2VAl diluted with BN
powder were prepared and were pressed into a pellet. The
x-ray diffraction (XRD) measurements were performed for
these powder samples as shown in Fig. 2. The x-ray wave-
length was 1.54 Å (Cu Kα radiation). The XRD patterns
confirm the L21 Heusler-type structure of these samples [45].
The assigned indexes are indicated in the inset in the range of
2θ below 75◦.

V K-edge (5.465 keV) and Ta LIII-edge (9.881 keV)
XAFS measurements for Fe2(V0.95Ta0.05)Al were performed
at BL01B1 in the SPring-8. The V K-edge XAFS experiment
for undoped Fe2VAl was also carried out. The incident x-
ray beam was monochromatized by a Si(111) double-crystal
monochromator. The measurements were performed at room
temperature. The V K-edge spectrum was measured in the
transmission mode using two ionization chambers in front of
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Chapter 8. Complementary INS and anisotropy calculations for NdFeO3 189

Figure 8.6: Calculated temperature dependence of the e↵ective magnetic anisotropy
energy. The net anisotropy is seen to shift from Kx > Kz to Kz > Kx as the sample is
cooled through the SR, which is consistent with the 90� rotation of the spin-lattice from
alignment with the a axis to the c axis. The dashed line represents the predicted trend
as the F-mode softens over these temperatures and solutions to Equations 7.3 and 7.4 are

unavailable.
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effects originating from the local crystalline environ-
ment, the so-called crystal field !CF", lift the 2J+1 de-
generacy of the ground state. A discussion of modern
methods for calculation of the CF for f-element ions is
beyond the scope of this review but is described, for
example, by Hüfner !1978". For our purposes we will
assume the single-ion energy levels, the wave functions,
the eigenvectors, and the eigenenergies of the CF
Hamiltonian Hcf have been suitably determined either
through ab initio calculations or from optical or neutron
spectroscopy #see, for example, Rosenkranz et al. !2000"
and more recently Mirebeau et al. !2007"$.

Hcf can be expressed in terms of either the so-called
tensor operators or the “operator equivalents” due to
Stevens !1952". The two approaches are contrasted by
Hüfner !1978". While the tensor operators are more con-
venient for ab initio calculations, the latter are better
suited to our purposes here. In this formalism, Hcf is
expressed in terms of polynomial functions of Jiz and Ji±,
with Ji±=Jix±Jiy, which are components of the Ji angular
momentum operator. The most general expression for
Hcf is

Hcf = %
i

%
l,m

Bl
mOl

m!Ji" , !4"

where, for example, the operator equivalents are O2
0

=3Jz
2−J!J+1" and O6

6=J+
6 +J−

6. The full CF Hamiltonian
for −3m !D3d" point symmetry involves a total of six
terms for l=2, 4, and 6 !Greedan, 1992". In fact, due to
the strong axial symmetry of the A site, described pre-
viously, it can be argued that the single l=2 term B2

0

plays a major role in the determination of the magnetic
anisotropy of the ground state. In the Stevens formal-
ism, B2

0=A2
0&r2'!J!1−"2", where A2

0 is a point charge lat-
tice sum representing the CF strength, &r2' is the expec-
tation value of r2 for the 4f electrons, "2 is an electron
shielding factor, and !J is the Stevens factor !Stevens,
1952". This factor changes sign in a systematic pattern
throughout the lanthanide series, being positive for A
=Sm, Er, Tm, and Yb and negative for all others. So, the
sign of B2

0 depends on the product !JA2
0 and A2

0 is known
from measurements of the electric field gradient from,
for example, 155Gd Mössbauer studies, to be positive for
pyrochlore oxides !Barton and Cashion, 1979". Thus, B2

0

should be positive for A=Sm, Er, Tm, and Yb and nega-
tive for all others. From the form of B2

0 above, it is clear
that states of different (MJ' do not mix and that the en-
ergy spectrum will consist of a ladder of states with
either (MJ!min"

' !B2
0#0" or (MJ!max"

' !B2
0$0" as the ground

state. Note that the former constitutes an easy plane and
the latter an easy axis with respect to the quantization
axis which is &111' for pyrochlores. A comparison of the
known anisotropy for the A2Ti2O7 and A2Sn2O7 materi-
als, that is, easy axis for A=Pr, Nd, Tb, Dy, and Ho and
easy plane for A=Er and Yb with the sign of B2

0, shows
a remarkable agreement with this simple argument.
#Note that only the Stevens formalism works here. The
tensor operator definition of B2

0 is B2
0=A2

0&r2', so this

quantity is always positive for pyrochlore oxides, inde-
pendent of the rare earth A. We do not maintain that
the actual ground state wave function can be obtained
within such a simple model !although the agreement for
A=Dy and Ho is remarkable", rather that the overall
anisotropy can be predicted without a detailed calcula-
tion.$

3. Alternative views of the pyrochlore structure

An important feature of the pyrochlore structure rel-
evant to the central theme of this review is the fact that
the 16c or 16d sites form layers stacked along a #111$
direction, as shown Fig. 4. From this perspective, the
pyrochlore lattice is seen to consist of alternating
kagome and triangular planar layers. From the view-
point of chemical bonding, the pyrochlore structure can
be described either as an ordered defect fluorite !CaF2"
or as two interpenetrating networks, one of composition
B2O6, which is a network of corner-sharing metal-
oxygen octahedra !topologically equivalent to that
found in the perovskite structure", and the other of com-
position A2O!, which forms a zigzag chain through the
large channels formed by the B2O6 network. These
models have been described in several previous reviews
and the discussion here focuses on a few important is-
sues. While there is a topological relationship with the
perovskites, the pyrochlore lattice is considerably more
rigid. For example, the B-O-B angle in which the O
atom is shared between two octahedra is restricted to a
very narrow range in pyrochlores, usually from about
127° to 134°, with only little influence from the size of
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FIG. 4. Alternating kagome and triangular planar layers
stacked along a #111$ direction of the pyrochlore lattice.
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in common hexagonal water ice !Pauling, 1935". The
main point is to consider the difference between the
number of constraints necessary to determine a ground
state and the number of degrees of freedom that the
system possesses. Consider Anderson’s Ising pyrochlore
antiferromagnet, onto which the local #111$ pyrochlore
Ising model maps, as discussed in Sec. I.C !Anderson,
1956". The ground state condition is “undercon-
strained,” demanding only that the total magnetization
of the four Ising spins on each tetrahedron be zero. Six
of the 24=16 possible spin configurations satisfy this con-
dition. Counting 24 configurations for each tetrahedron
gives, for a system of N spins and N /2 tetrahedra, a total
number of microstates, !̃= !24"N/2=4N. This number
drastically overestimates the exact total, !=2N. The rea-
son is that each spin is shared between two tetrahedra;
hence the above 16 configurations on each tetrahedron
are not independent. Following Pauling’s argument, we
allocate 22=4 states per tetrahedron and, assuming that
6/16 of them satisfy the constraint, this leads to a ground
state degeneracy !0= %22!6/16"&N/2= !3/2"N/2. The corre-
sponding entropy, S0=kB log!!0"= !NkB/2" ln!3/2", is of
course just Pauling’s original result.

Not only is the residual entropy of ferromagnetic
#111$ spins on the pyrochlore lattice the same as Paul-
ing’s entropy for water ice but, as shown in Fig. 41, there
is also a rather direct connection between the spin con-
figurations in the pyrochlore problem and that of the
proton positions in water ice. For this reason, the term
spin ice was coined !Harris et al., 1997". In anticipation
of the forthcoming discussion of the physics at play in
Tb2Ti2O7, it is worthwhile to comment on a case where
the nearest-neighbor exchange interactions are antifer-
romagnetic for a situation with local #111$ spins. In that
case, the ground state consists of all spins pointing in or
out of a reference tetrahedron. Hence, there are in that
case only two ground states related by a global spin in-
version symmetry, and a second order transition in the
universality class of the !unfrustrated" three-dimensional
Ising model is expected. Earlier, Anderson had noticed

the connection between the statistical mechanics of an-
tiferromagnetically coupled Ising spins on the pyro-
chlore lattice and Pauling’s model of proton disorder in
water ice. However, in Anderson’s model, the Ising spins
share a common !global" z-axis direction, and frustration
arises as usual for antiferromagnetic interactions with
spins on triangular or tetrahedral units. However, since
the pyrochlore lattice has cubic symmetry, the x, y, and z
directions are equivalent, and this renders Anderson’s
global antiferromagnetic Ising model unrealistic. It is the
local nature of the quantization direction that is crucial
and which is the origin of the frustration for ferromag-
netic interactions and for the “elimination” of the frus-
tration for antiferromagnetic exchange. To see this, con-
sider the following toy-model Hamiltonian,

H = − J'
#i,j$

Si · Sj − "'
i

!ẑi · Si"2, !10"

with classical Heisenberg spins Si on the sites i of the
pyrochlore lattice, interacting via nearest-neighbor ex-
change coupling J. The second term is a single-ion an-
isotropy interaction with " the anisotropy parameter
and ẑi a unit vector in the local #111$ direction at site i.
For J=0 and "#0, the energy is lower if Si points along
ẑi, and one refers to this as an Ising anisotropy. The case
"$0 would be referred to as an XY model !Bramwell et
al., 1994; Champion and Holdsworth, 2004". However, as
discussed in Sec. II.A.2, the real microscopic crystal-field
Hamiltonian is more complicated than that considered
by Bramwell et al. !1994" and Champion and Hold-
sworth !2004" where the limit "→−% was taken.

Hence, we assume an extreme Ising limit, " /J→%. Si
is then confined to be either parallel or antiparallel to ẑi.
To implement this energetic single-ion constraint, we
write Si=&i

ziẑi. Injecting this back into H above, we ob-
tain

H = − J'
#i,j$

!ẑi · ẑj"&i
zi&j

zj = + !J/3"'
#i,j$

&i
zi&j

zj, !11"

where ẑi · ẑj=−1/3 for two distinct cubic #111$ directions.
One sees that for ferromagnetic J !J#0", the now
“global” &i

zi Ising variables map onto an equivalent Ising
antiferromagnet (Anderson’s model !Anderson, 1956")
with coupling J /3 and is therefore frustrated. Con-
versely, for antiferromagnetic J !J$0", the minimum
energy state consists of all spins pointing in !say
&i

zi =−1 ∀ i" or all out !&i
zi =+1 ∀ i".

As discussed in Sec. III.C.1, Dy2Ti2O7 is also identi-
fied as a spin-ice material. It turns out that both Ho3+

and Dy3+ carry a sizable magnetic moment ' of *10'B
in the crystal-field ground states of Ho2Ti2O7 and
Dy2Ti2O7. Thus, these systems have a magnetostatic
dipole-dipole interaction D='0'2 /4(rnn

3 of D*1.4 K at
the nearest-neighbor distance rnn. Since D is approxi-
mately the same as )CW, it is surprising that the long-
range and complex natures of the dipolar interactions do
not lift the spin-ice degeneracy and drive the system to
long-range order at a critical temperature Tc*D. In

FIG. 41. Illustration of the equivalence of the water ice rule
“two protons near, two protons far” and the spin-ice rule “two
spins in, two spins out.” The diagram !left" illustrates a water
molecule in the tetrahedral coordination of the ice structure
with proton positions located by displacement vectors that oc-
cupy a lattice of linked tetrahedra. In spin ice !right" the dis-
placement vectors are replaced by rare-earth moments
!“spins”" occupying the pyrochlore lattice, which is the dual
lattice !i.e., the lattice formed by the midpoints of the bonds"
of the oxide lattice in cubic ice.
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number of microstates, !̃= !24"N/2=4N. This number
drastically overestimates the exact total, !=2N. The rea-
son is that each spin is shared between two tetrahedra;
hence the above 16 configurations on each tetrahedron
are not independent. Following Pauling’s argument, we
allocate 22=4 states per tetrahedron and, assuming that
6/16 of them satisfy the constraint, this leads to a ground
state degeneracy !0= %22!6/16"&N/2= !3/2"N/2. The corre-
sponding entropy, S0=kB log!!0"= !NkB/2" ln!3/2", is of
course just Pauling’s original result.

Not only is the residual entropy of ferromagnetic
#111$ spins on the pyrochlore lattice the same as Paul-
ing’s entropy for water ice but, as shown in Fig. 41, there
is also a rather direct connection between the spin con-
figurations in the pyrochlore problem and that of the
proton positions in water ice. For this reason, the term
spin ice was coined !Harris et al., 1997". In anticipation
of the forthcoming discussion of the physics at play in
Tb2Ti2O7, it is worthwhile to comment on a case where
the nearest-neighbor exchange interactions are antifer-
romagnetic for a situation with local #111$ spins. In that
case, the ground state consists of all spins pointing in or
out of a reference tetrahedron. Hence, there are in that
case only two ground states related by a global spin in-
version symmetry, and a second order transition in the
universality class of the !unfrustrated" three-dimensional
Ising model is expected. Earlier, Anderson had noticed

the connection between the statistical mechanics of an-
tiferromagnetically coupled Ising spins on the pyro-
chlore lattice and Pauling’s model of proton disorder in
water ice. However, in Anderson’s model, the Ising spins
share a common !global" z-axis direction, and frustration
arises as usual for antiferromagnetic interactions with
spins on triangular or tetrahedral units. However, since
the pyrochlore lattice has cubic symmetry, the x, y, and z
directions are equivalent, and this renders Anderson’s
global antiferromagnetic Ising model unrealistic. It is the
local nature of the quantization direction that is crucial
and which is the origin of the frustration for ferromag-
netic interactions and for the “elimination” of the frus-
tration for antiferromagnetic exchange. To see this, con-
sider the following toy-model Hamiltonian,

H = − J'
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Si · Sj − "'
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!ẑi · Si"2, !10"

with classical Heisenberg spins Si on the sites i of the
pyrochlore lattice, interacting via nearest-neighbor ex-
change coupling J. The second term is a single-ion an-
isotropy interaction with " the anisotropy parameter
and ẑi a unit vector in the local #111$ direction at site i.
For J=0 and "#0, the energy is lower if Si points along
ẑi, and one refers to this as an Ising anisotropy. The case
"$0 would be referred to as an XY model !Bramwell et
al., 1994; Champion and Holdsworth, 2004". However, as
discussed in Sec. II.A.2, the real microscopic crystal-field
Hamiltonian is more complicated than that considered
by Bramwell et al. !1994" and Champion and Hold-
sworth !2004" where the limit "→−% was taken.

Hence, we assume an extreme Ising limit, " /J→%. Si
is then confined to be either parallel or antiparallel to ẑi.
To implement this energetic single-ion constraint, we
write Si=&i

ziẑi. Injecting this back into H above, we ob-
tain
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where ẑi · ẑj=−1/3 for two distinct cubic #111$ directions.
One sees that for ferromagnetic J !J#0", the now
“global” &i

zi Ising variables map onto an equivalent Ising
antiferromagnet (Anderson’s model !Anderson, 1956")
with coupling J /3 and is therefore frustrated. Con-
versely, for antiferromagnetic J !J$0", the minimum
energy state consists of all spins pointing in !say
&i

zi =−1 ∀ i" or all out !&i
zi =+1 ∀ i".

As discussed in Sec. III.C.1, Dy2Ti2O7 is also identi-
fied as a spin-ice material. It turns out that both Ho3+

and Dy3+ carry a sizable magnetic moment ' of *10'B
in the crystal-field ground states of Ho2Ti2O7 and
Dy2Ti2O7. Thus, these systems have a magnetostatic
dipole-dipole interaction D='0'2 /4(rnn

3 of D*1.4 K at
the nearest-neighbor distance rnn. Since D is approxi-
mately the same as )CW, it is surprising that the long-
range and complex natures of the dipolar interactions do
not lift the spin-ice degeneracy and drive the system to
long-range order at a critical temperature Tc*D. In

FIG. 41. Illustration of the equivalence of the water ice rule
“two protons near, two protons far” and the spin-ice rule “two
spins in, two spins out.” The diagram !left" illustrates a water
molecule in the tetrahedral coordination of the ice structure
with proton positions located by displacement vectors that oc-
cupy a lattice of linked tetrahedra. In spin ice !right" the dis-
placement vectors are replaced by rare-earth moments
!“spins”" occupying the pyrochlore lattice, which is the dual
lattice !i.e., the lattice formed by the midpoints of the bonds"
of the oxide lattice in cubic ice.
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course just Pauling’s original result.
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figurations in the pyrochlore problem and that of the
proton positions in water ice. For this reason, the term
spin ice was coined !Harris et al., 1997". In anticipation
of the forthcoming discussion of the physics at play in
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case, the ground state consists of all spins pointing in or
out of a reference tetrahedron. Hence, there are in that
case only two ground states related by a global spin in-
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universality class of the !unfrustrated" three-dimensional
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share a common !global" z-axis direction, and frustration
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For J=0 and "#0, the energy is lower if Si points along
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al., 1994; Champion and Holdsworth, 2004". However, as
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Hamiltonian is more complicated than that considered
by Bramwell et al. !1994" and Champion and Hold-
sworth !2004" where the limit "→−% was taken.

Hence, we assume an extreme Ising limit, " /J→%. Si
is then confined to be either parallel or antiparallel to ẑi.
To implement this energetic single-ion constraint, we
write Si=&i

ziẑi. Injecting this back into H above, we ob-
tain
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where ẑi · ẑj=−1/3 for two distinct cubic #111$ directions.
One sees that for ferromagnetic J !J#0", the now
“global” &i

zi Ising variables map onto an equivalent Ising
antiferromagnet (Anderson’s model !Anderson, 1956")
with coupling J /3 and is therefore frustrated. Con-
versely, for antiferromagnetic J !J$0", the minimum
energy state consists of all spins pointing in !say
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zi =−1 ∀ i" or all out !&i
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As discussed in Sec. III.C.1, Dy2Ti2O7 is also identi-
fied as a spin-ice material. It turns out that both Ho3+

and Dy3+ carry a sizable magnetic moment ' of *10'B
in the crystal-field ground states of Ho2Ti2O7 and
Dy2Ti2O7. Thus, these systems have a magnetostatic
dipole-dipole interaction D='0'2 /4(rnn

3 of D*1.4 K at
the nearest-neighbor distance rnn. Since D is approxi-
mately the same as )CW, it is surprising that the long-
range and complex natures of the dipolar interactions do
not lift the spin-ice degeneracy and drive the system to
long-range order at a critical temperature Tc*D. In

FIG. 41. Illustration of the equivalence of the water ice rule
“two protons near, two protons far” and the spin-ice rule “two
spins in, two spins out.” The diagram !left" illustrates a water
molecule in the tetrahedral coordination of the ice structure
with proton positions located by displacement vectors that oc-
cupy a lattice of linked tetrahedra. In spin ice !right" the dis-
placement vectors are replaced by rare-earth moments
!“spins”" occupying the pyrochlore lattice, which is the dual
lattice !i.e., the lattice formed by the midpoints of the bonds"
of the oxide lattice in cubic ice.
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in common hexagonal water ice !Pauling, 1935". The
main point is to consider the difference between the
number of constraints necessary to determine a ground
state and the number of degrees of freedom that the
system possesses. Consider Anderson’s Ising pyrochlore
antiferromagnet, onto which the local #111$ pyrochlore
Ising model maps, as discussed in Sec. I.C !Anderson,
1956". The ground state condition is “undercon-
strained,” demanding only that the total magnetization
of the four Ising spins on each tetrahedron be zero. Six
of the 24=16 possible spin configurations satisfy this con-
dition. Counting 24 configurations for each tetrahedron
gives, for a system of N spins and N /2 tetrahedra, a total
number of microstates, !̃= !24"N/2=4N. This number
drastically overestimates the exact total, !=2N. The rea-
son is that each spin is shared between two tetrahedra;
hence the above 16 configurations on each tetrahedron
are not independent. Following Pauling’s argument, we
allocate 22=4 states per tetrahedron and, assuming that
6/16 of them satisfy the constraint, this leads to a ground
state degeneracy !0= %22!6/16"&N/2= !3/2"N/2. The corre-
sponding entropy, S0=kB log!!0"= !NkB/2" ln!3/2", is of
course just Pauling’s original result.

Not only is the residual entropy of ferromagnetic
#111$ spins on the pyrochlore lattice the same as Paul-
ing’s entropy for water ice but, as shown in Fig. 41, there
is also a rather direct connection between the spin con-
figurations in the pyrochlore problem and that of the
proton positions in water ice. For this reason, the term
spin ice was coined !Harris et al., 1997". In anticipation
of the forthcoming discussion of the physics at play in
Tb2Ti2O7, it is worthwhile to comment on a case where
the nearest-neighbor exchange interactions are antifer-
romagnetic for a situation with local #111$ spins. In that
case, the ground state consists of all spins pointing in or
out of a reference tetrahedron. Hence, there are in that
case only two ground states related by a global spin in-
version symmetry, and a second order transition in the
universality class of the !unfrustrated" three-dimensional
Ising model is expected. Earlier, Anderson had noticed

the connection between the statistical mechanics of an-
tiferromagnetically coupled Ising spins on the pyro-
chlore lattice and Pauling’s model of proton disorder in
water ice. However, in Anderson’s model, the Ising spins
share a common !global" z-axis direction, and frustration
arises as usual for antiferromagnetic interactions with
spins on triangular or tetrahedral units. However, since
the pyrochlore lattice has cubic symmetry, the x, y, and z
directions are equivalent, and this renders Anderson’s
global antiferromagnetic Ising model unrealistic. It is the
local nature of the quantization direction that is crucial
and which is the origin of the frustration for ferromag-
netic interactions and for the “elimination” of the frus-
tration for antiferromagnetic exchange. To see this, con-
sider the following toy-model Hamiltonian,

H = − J'
#i,j$

Si · Sj − "'
i

!ẑi · Si"2, !10"

with classical Heisenberg spins Si on the sites i of the
pyrochlore lattice, interacting via nearest-neighbor ex-
change coupling J. The second term is a single-ion an-
isotropy interaction with " the anisotropy parameter
and ẑi a unit vector in the local #111$ direction at site i.
For J=0 and "#0, the energy is lower if Si points along
ẑi, and one refers to this as an Ising anisotropy. The case
"$0 would be referred to as an XY model !Bramwell et
al., 1994; Champion and Holdsworth, 2004". However, as
discussed in Sec. II.A.2, the real microscopic crystal-field
Hamiltonian is more complicated than that considered
by Bramwell et al. !1994" and Champion and Hold-
sworth !2004" where the limit "→−% was taken.

Hence, we assume an extreme Ising limit, " /J→%. Si
is then confined to be either parallel or antiparallel to ẑi.
To implement this energetic single-ion constraint, we
write Si=&i

ziẑi. Injecting this back into H above, we ob-
tain

H = − J'
#i,j$

!ẑi · ẑj"&i
zi&j

zj = + !J/3"'
#i,j$

&i
zi&j

zj, !11"

where ẑi · ẑj=−1/3 for two distinct cubic #111$ directions.
One sees that for ferromagnetic J !J#0", the now
“global” &i

zi Ising variables map onto an equivalent Ising
antiferromagnet (Anderson’s model !Anderson, 1956")
with coupling J /3 and is therefore frustrated. Con-
versely, for antiferromagnetic J !J$0", the minimum
energy state consists of all spins pointing in !say
&i

zi =−1 ∀ i" or all out !&i
zi =+1 ∀ i".

As discussed in Sec. III.C.1, Dy2Ti2O7 is also identi-
fied as a spin-ice material. It turns out that both Ho3+

and Dy3+ carry a sizable magnetic moment ' of *10'B
in the crystal-field ground states of Ho2Ti2O7 and
Dy2Ti2O7. Thus, these systems have a magnetostatic
dipole-dipole interaction D='0'2 /4(rnn

3 of D*1.4 K at
the nearest-neighbor distance rnn. Since D is approxi-
mately the same as )CW, it is surprising that the long-
range and complex natures of the dipolar interactions do
not lift the spin-ice degeneracy and drive the system to
long-range order at a critical temperature Tc*D. In

FIG. 41. Illustration of the equivalence of the water ice rule
“two protons near, two protons far” and the spin-ice rule “two
spins in, two spins out.” The diagram !left" illustrates a water
molecule in the tetrahedral coordination of the ice structure
with proton positions located by displacement vectors that oc-
cupy a lattice of linked tetrahedra. In spin ice !right" the dis-
placement vectors are replaced by rare-earth moments
!“spins”" occupying the pyrochlore lattice, which is the dual
lattice !i.e., the lattice formed by the midpoints of the bonds"
of the oxide lattice in cubic ice.
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tion to a partially ordered state around a temperature of
0.6 K !Siddharthan et al., 1999". Instead, it turns out that
the anomalous low-temperature behavior of the specific
heat in Ho2Ti2O7 is of nuclear origin. An anomalously
large hyperfine interaction between the electronic and
nuclear spins for Ho commonly leads to a nuclear spe-
cific heat Schottky anomaly at approximately 0.3 K. A
subtraction of the nuclear contribution from the total
low-temperature specific heat reveals the purely elec-
tronic specific heat, C!T" !Bramwell et al., 2001", see Fig.
43!c". The integration of C!T" /T from 300 mK up to
10 K gave a magnetic entropy deficit of an amount close
to Pauling’s R /2 ln!3/2" zero-point entropy, hence con-
firming, thermodynamically, that Ho2Ti2O7 is indeed a
spin ice !Cornelius and Gardner, 2001". Following the
same procedure as the one used for Dy2Ti2O7 !den Her-
tog and Gingras, 2000", a comparison of C!T" with
Monte Carlo simulations #see Fig. 43!c"$ allows one to
estimate the exchange constant in Ho2Ti2O7 as Jnn
%−0.55 K, an antiferromagnetic value !Bramwell et al.,
2001".

While specific heat measurements on Ho2Ti2O7 are
problematic, this is emphatically not so for neutron scat-
tering experiments. Unlike dysprosium, holmium has
only one stable isotope whose neutron absorption cross
section is negligible. Comparison of the experimental
neutron scattering intensity with that calculated from
Monte Carlo simulations of the dipolar spin-ice model

with an exchange constant Jnn%−0.55 K determined as
above shows excellent agreement !Bramwell et al.,
2001". Interestingly, both the experiment and Monte
Carlo data differ substantially from that calculated for
the nearest-neighbor spin-ice model !see Fig. 44". This
shows that nontrivial spin correlations develop in the
material as it progressively freezes within the low-
temperature spin-ice regime. Indeed, those correlations
are the precursors of those that would ultimately lead to
long-range order !see Fig. 42" if not precluded by spin
freezing !Melko et al., 2001; Melko and Gingras, 2004".

A puzzling question raised by the good agreement be-
tween Monte Carlo simulations of the DSM and the ex-
perimental results illustrated in Fig. 43 is the following:
Why the dipolar interactions do not drive a transition to
long-range order at a critical temperature Tc%Dnn
%2 K? A partial answer can be found in the mean field
theory calculations of Gingras and den Hertog !2001".
They found that the k dependence of the softest branch
of critical modes in the dipolar- spin-ice model is weakly
dispersive, reaching a global maximum eigenvalue
!max!kord" at kord=001. At the mean field level, this indi-
cates that a transition to long-range order should occur
at a critical temperature Tc=!!kord", with the develop-
ment of delta-function Bragg peaks below Tc.

First of all, this transition does not occur at Tc%Dnn
because the soft !critical" mode at kord is in “entropic”
competition with the other quasisoft modes at k!kord.

FIG. 43. Dy2Ti2O7: !a" Specific heat and !b" entropy vs temperature measured by Ramirez et al. !1999". The recovered entropy at
10 K agrees reasonably well with Pauling’s entropy, R /2 ln!3/2". The data are compared to that calculated by Monte Carlo
simulations of den Hertog and Gingras !2000" for the dipolar- spin-ice model with exchange Jnn=−1.24 K and dipolar coupling
Dnn=2.35 K. !c" Ho2Ti2O7: The total specific heat is shown by the empty squares and the expected nuclear contribution by the
solid line. The electronic contribution has been estimated by subtracting these two curves !open circles". Near to 0.7 K, this
subtraction is prone to a large error !see text". Dipolar- spin-ice simulation results are indicated by the filled circles. From
Bramwell et al., 2001.
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Spin ice materials present a very interesting class of magnetic 
materials1. Mostly these are the pyrochlores with strongly ani-
sotropic Ising-like rare earth such as Dy or Ho2, although they 

exist in other structures, and one cannot exclude that similar materi-
als could also be made on the basis of transition metal elements with 
strong anisotropy, such as Co2 +  or Fe2 + . Spin ice systems consist 
of a network of corner-shared metal tetrahedra with e!ective fer-
romagnetic coupling between spins3,4, in which in the ground state 
the Ising spins are ordered in two-in/two-out fashion. Arti"cial spin 
ice systems with di!erent structures have also been made5–8.

Spin ice systems are bona !de examples of frustrated systems, 
and they attract now considerable attention, both because they are 
interesting in their own right and because they can model di!erent 
other systems, including real water ice9. A new chapter in the study 
of spin ice was opened by the suggestion that the natural elementary 
excitations in spin ice materials—objects with 3-in/1-out or 1-in/ 
3-out tetrahedra—have a magnetic charge10 and display many prop-
erties similar to those of magnetic monopoles11. Especially the last 
proposal gave rise to a #urry of activity, see ref. 12, in which, in par-
ticular, the close analogy between electric and magnetic phenomena 
was invoked. $us, one can apply to their description many notions 
developed for the description of systems of charges such as electro-
lytes; this description proves to be very e%cient for understanding 
many properties of spin ice.

Until now the largest attention was paid to the magnetic prop-
erties of spin ice, both static and dynamic, largely connected with 
monopole excitations13–18, and the main tool to modify their prop-
erties was magnetic "eld, which couples directly to spins or to the 
magnetic charge of monopoles. I argue below that the magnetic 
monopoles in spin ice have yet another characteristic that could 
allow for other ways to in#uence and study them: each magnetic 
monopole, that is, the tetrahedron with 3-in/1-out or 1-in/3-out 
con"guration, shall also have an electric dipole localized at such 
tetrahedron. $is demonstrates once again the intrinsic interplay 
between magnetic and electric properties of matter. It is well known 
that some magnetic textures can break inversion symmetry—a nec-
essary condition for creating electric dipoles. $is lies at the heart of 
magnetically driven ferroelectricity in type-II multiferroics19. $ere 
exists, in particular, a purely electronic mechanism for creating elec-
tric dipoles. I demonstrate that a similar breaking of inversion sym-
metry, occurring in magnetic monopoles in spin ice, "nally leads to 
the creation of electric dipoles on them.

Results
!e appearance of dipoles on monopoles. $e usual description 
of magnetic materials with localized magnetic moments is based on 
the picture of strongly correlated electrons with the ground state 
being a Mott insulator, see ref. 20. In the simplest cases, ignoring 
orbital e!ects and so on, one can describe this situation by the 
famous Hubbard model

where t is the matrix element of electron hopping between 
neighbouring sites � ®ij  and U is the on-cite Coulomb repulsion. 
For one electron per site, n = Ne/N = 1, and strong interaction  
U�t the electrons are localized, and there appears an 
antiferromagnetic nearest neighbour exchange interaction  
J = 2t2/U between localized magnetic moments thus formed (which 
acts together with the usual classical dipole–dipole interaction). 
Depending on the type of crystal lattice there may exist di!erent 
types of magnetic ground state, o&en rather nontrivial, especially 
in frustrated lattices containing, for example, magnetic triangles or 
tetrahedra as building blocks.
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One can show21,22 that, depending on the magnetic con"gura-
tion, there can occur a spontaneous charge redistribution in such a 
magnetic triangle, so that for example, the electron density on site 1 
belonging to the triangle (1,2,3) is
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(in other spin textures there may appear spontaneous orbital cur-
rents21,22 in such triangles). From this expression one sees, in par-
ticular, that there should occur charge redistribution for a triangle 
with two spins up and one down (Fig. 1), which would "nally give 
a dipole moment
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shown in Fig. 1 by a broad green arrow.
A similar expression describes also an electric dipole, which can 

form on a triangle due to the usual magnetostriction. One can illus-
trate this by the example of Fig. 2, see ref. 23, in which we show the 
triangle (1,2,3) made by magnetic ions, with intermediate oxygens 
sitting outside the triangle and forming a certain angle M–O–M. 
For 3-in spins (Fig. 2a), all three bonds are equivalent, and all  
M–O–M angles are the same. However, in a con"guration of  
Fig. 2b (which, according to equation (2), would give a non-zero 
dipole moment due to electronic mechanism), two bonds become 
‘more ferromagnetic’ and the oxygens would shi& as shown in  
Fig. 2b, so as to make the M–O–M angle in the ‘antiferromag-
netic’ bond closer to 180°, and in ‘ferromagnetic’ bonds closer  
to 90°; according to the Goodenough–Kanamori–Anderson rules 

(2)(2)

(3)(3)

1

23

d

Figure 1 | Electronic mechanism of dipole formation. The formation of an 
electric dipole (green arrow) on a triangle of three spins (red arrow).
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Figure 2 | Magnetostriction mechanism of dipole formation. Illustration of 
magnetostriction mechanism of the formation of an electric dipole (green 
arrow): the symmetric location of oxygens (green circles) for equivalent 
bonds (a) changes to an asymmetric one for spin configuration (red 
arrows) with different spin orientations on different bonds (b).
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Spin ice materials present a very interesting class of magnetic 
materials1. Mostly these are the pyrochlores with strongly ani-
sotropic Ising-like rare earth such as Dy or Ho2, although they 

exist in other structures, and one cannot exclude that similar materi-
als could also be made on the basis of transition metal elements with 
strong anisotropy, such as Co2 +  or Fe2 + . Spin ice systems consist 
of a network of corner-shared metal tetrahedra with e!ective fer-
romagnetic coupling between spins3,4, in which in the ground state 
the Ising spins are ordered in two-in/two-out fashion. Arti"cial spin 
ice systems with di!erent structures have also been made5–8.

Spin ice systems are bona !de examples of frustrated systems, 
and they attract now considerable attention, both because they are 
interesting in their own right and because they can model di!erent 
other systems, including real water ice9. A new chapter in the study 
of spin ice was opened by the suggestion that the natural elementary 
excitations in spin ice materials—objects with 3-in/1-out or 1-in/ 
3-out tetrahedra—have a magnetic charge10 and display many prop-
erties similar to those of magnetic monopoles11. Especially the last 
proposal gave rise to a #urry of activity, see ref. 12, in which, in par-
ticular, the close analogy between electric and magnetic phenomena 
was invoked. $us, one can apply to their description many notions 
developed for the description of systems of charges such as electro-
lytes; this description proves to be very e%cient for understanding 
many properties of spin ice.

Until now the largest attention was paid to the magnetic prop-
erties of spin ice, both static and dynamic, largely connected with 
monopole excitations13–18, and the main tool to modify their prop-
erties was magnetic "eld, which couples directly to spins or to the 
magnetic charge of monopoles. I argue below that the magnetic 
monopoles in spin ice have yet another characteristic that could 
allow for other ways to in#uence and study them: each magnetic 
monopole, that is, the tetrahedron with 3-in/1-out or 1-in/3-out 
con"guration, shall also have an electric dipole localized at such 
tetrahedron. $is demonstrates once again the intrinsic interplay 
between magnetic and electric properties of matter. It is well known 
that some magnetic textures can break inversion symmetry—a nec-
essary condition for creating electric dipoles. $is lies at the heart of 
magnetically driven ferroelectricity in type-II multiferroics19. $ere 
exists, in particular, a purely electronic mechanism for creating elec-
tric dipoles. I demonstrate that a similar breaking of inversion sym-
metry, occurring in magnetic monopoles in spin ice, "nally leads to 
the creation of electric dipoles on them.

Results
!e appearance of dipoles on monopoles. $e usual description 
of magnetic materials with localized magnetic moments is based on 
the picture of strongly correlated electrons with the ground state 
being a Mott insulator, see ref. 20. In the simplest cases, ignoring 
orbital e!ects and so on, one can describe this situation by the 
famous Hubbard model

where t is the matrix element of electron hopping between 
neighbouring sites � ®ij  and U is the on-cite Coulomb repulsion. 
For one electron per site, n = Ne/N = 1, and strong interaction  
U�t the electrons are localized, and there appears an 
antiferromagnetic nearest neighbour exchange interaction  
J = 2t2/U between localized magnetic moments thus formed (which 
acts together with the usual classical dipole–dipole interaction). 
Depending on the type of crystal lattice there may exist di!erent 
types of magnetic ground state, o&en rather nontrivial, especially 
in frustrated lattices containing, for example, magnetic triangles or 
tetrahedra as building blocks.
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One can show21,22 that, depending on the magnetic con"gura-
tion, there can occur a spontaneous charge redistribution in such a 
magnetic triangle, so that for example, the electron density on site 1 
belonging to the triangle (1,2,3) is
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(in other spin textures there may appear spontaneous orbital cur-
rents21,22 in such triangles). From this expression one sees, in par-
ticular, that there should occur charge redistribution for a triangle 
with two spins up and one down (Fig. 1), which would "nally give 
a dipole moment
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shown in Fig. 1 by a broad green arrow.
A similar expression describes also an electric dipole, which can 

form on a triangle due to the usual magnetostriction. One can illus-
trate this by the example of Fig. 2, see ref. 23, in which we show the 
triangle (1,2,3) made by magnetic ions, with intermediate oxygens 
sitting outside the triangle and forming a certain angle M–O–M. 
For 3-in spins (Fig. 2a), all three bonds are equivalent, and all  
M–O–M angles are the same. However, in a con"guration of  
Fig. 2b (which, according to equation (2), would give a non-zero 
dipole moment due to electronic mechanism), two bonds become 
‘more ferromagnetic’ and the oxygens would shi& as shown in  
Fig. 2b, so as to make the M–O–M angle in the ‘antiferromag-
netic’ bond closer to 180°, and in ‘ferromagnetic’ bonds closer  
to 90°; according to the Goodenough–Kanamori–Anderson rules 
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Figure 1 | Electronic mechanism of dipole formation. The formation of an 
electric dipole (green arrow) on a triangle of three spins (red arrow).
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Figure 2 | Magnetostriction mechanism of dipole formation. Illustration of 
magnetostriction mechanism of the formation of an electric dipole (green 
arrow): the symmetric location of oxygens (green circles) for equivalent 
bonds (a) changes to an asymmetric one for spin configuration (red 
arrows) with different spin orientations on different bonds (b).
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Spin ice materials present a very interesting class of magnetic 
materials1. Mostly these are the pyrochlores with strongly ani-
sotropic Ising-like rare earth such as Dy or Ho2, although they 

exist in other structures, and one cannot exclude that similar materi-
als could also be made on the basis of transition metal elements with 
strong anisotropy, such as Co2 +  or Fe2 + . Spin ice systems consist 
of a network of corner-shared metal tetrahedra with e!ective fer-
romagnetic coupling between spins3,4, in which in the ground state 
the Ising spins are ordered in two-in/two-out fashion. Arti"cial spin 
ice systems with di!erent structures have also been made5–8.

Spin ice systems are bona !de examples of frustrated systems, 
and they attract now considerable attention, both because they are 
interesting in their own right and because they can model di!erent 
other systems, including real water ice9. A new chapter in the study 
of spin ice was opened by the suggestion that the natural elementary 
excitations in spin ice materials—objects with 3-in/1-out or 1-in/ 
3-out tetrahedra—have a magnetic charge10 and display many prop-
erties similar to those of magnetic monopoles11. Especially the last 
proposal gave rise to a #urry of activity, see ref. 12, in which, in par-
ticular, the close analogy between electric and magnetic phenomena 
was invoked. $us, one can apply to their description many notions 
developed for the description of systems of charges such as electro-
lytes; this description proves to be very e%cient for understanding 
many properties of spin ice.

Until now the largest attention was paid to the magnetic prop-
erties of spin ice, both static and dynamic, largely connected with 
monopole excitations13–18, and the main tool to modify their prop-
erties was magnetic "eld, which couples directly to spins or to the 
magnetic charge of monopoles. I argue below that the magnetic 
monopoles in spin ice have yet another characteristic that could 
allow for other ways to in#uence and study them: each magnetic 
monopole, that is, the tetrahedron with 3-in/1-out or 1-in/3-out 
con"guration, shall also have an electric dipole localized at such 
tetrahedron. $is demonstrates once again the intrinsic interplay 
between magnetic and electric properties of matter. It is well known 
that some magnetic textures can break inversion symmetry—a nec-
essary condition for creating electric dipoles. $is lies at the heart of 
magnetically driven ferroelectricity in type-II multiferroics19. $ere 
exists, in particular, a purely electronic mechanism for creating elec-
tric dipoles. I demonstrate that a similar breaking of inversion sym-
metry, occurring in magnetic monopoles in spin ice, "nally leads to 
the creation of electric dipoles on them.

Results
!e appearance of dipoles on monopoles. $e usual description 
of magnetic materials with localized magnetic moments is based on 
the picture of strongly correlated electrons with the ground state 
being a Mott insulator, see ref. 20. In the simplest cases, ignoring 
orbital e!ects and so on, one can describe this situation by the 
famous Hubbard model

where t is the matrix element of electron hopping between 
neighbouring sites � ®ij  and U is the on-cite Coulomb repulsion. 
For one electron per site, n = Ne/N = 1, and strong interaction  
U�t the electrons are localized, and there appears an 
antiferromagnetic nearest neighbour exchange interaction  
J = 2t2/U between localized magnetic moments thus formed (which 
acts together with the usual classical dipole–dipole interaction). 
Depending on the type of crystal lattice there may exist di!erent 
types of magnetic ground state, o&en rather nontrivial, especially 
in frustrated lattices containing, for example, magnetic triangles or 
tetrahedra as building blocks.
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One can show21,22 that, depending on the magnetic con"gura-
tion, there can occur a spontaneous charge redistribution in such a 
magnetic triangle, so that for example, the electron density on site 1 
belonging to the triangle (1,2,3) is
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(in other spin textures there may appear spontaneous orbital cur-
rents21,22 in such triangles). From this expression one sees, in par-
ticular, that there should occur charge redistribution for a triangle 
with two spins up and one down (Fig. 1), which would "nally give 
a dipole moment
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shown in Fig. 1 by a broad green arrow.
A similar expression describes also an electric dipole, which can 

form on a triangle due to the usual magnetostriction. One can illus-
trate this by the example of Fig. 2, see ref. 23, in which we show the 
triangle (1,2,3) made by magnetic ions, with intermediate oxygens 
sitting outside the triangle and forming a certain angle M–O–M. 
For 3-in spins (Fig. 2a), all three bonds are equivalent, and all  
M–O–M angles are the same. However, in a con"guration of  
Fig. 2b (which, according to equation (2), would give a non-zero 
dipole moment due to electronic mechanism), two bonds become 
‘more ferromagnetic’ and the oxygens would shi& as shown in  
Fig. 2b, so as to make the M–O–M angle in the ‘antiferromag-
netic’ bond closer to 180°, and in ‘ferromagnetic’ bonds closer  
to 90°; according to the Goodenough–Kanamori–Anderson rules 

(2)(2)

(3)(3)

1

23

d

Figure 1 | Electronic mechanism of dipole formation. The formation of an 
electric dipole (green arrow) on a triangle of three spins (red arrow).
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Figure 2 | Magnetostriction mechanism of dipole formation. Illustration of 
magnetostriction mechanism of the formation of an electric dipole (green 
arrow): the symmetric location of oxygens (green circles) for equivalent 
bonds (a) changes to an asymmetric one for spin configuration (red 
arrows) with different spin orientations on different bonds (b).
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Spin ice materials present a very interesting class of magnetic 
materials1. Mostly these are the pyrochlores with strongly ani-
sotropic Ising-like rare earth such as Dy or Ho2, although they 

exist in other structures, and one cannot exclude that similar materi-
als could also be made on the basis of transition metal elements with 
strong anisotropy, such as Co2 +  or Fe2 + . Spin ice systems consist 
of a network of corner-shared metal tetrahedra with e!ective fer-
romagnetic coupling between spins3,4, in which in the ground state 
the Ising spins are ordered in two-in/two-out fashion. Arti"cial spin 
ice systems with di!erent structures have also been made5–8.

Spin ice systems are bona !de examples of frustrated systems, 
and they attract now considerable attention, both because they are 
interesting in their own right and because they can model di!erent 
other systems, including real water ice9. A new chapter in the study 
of spin ice was opened by the suggestion that the natural elementary 
excitations in spin ice materials—objects with 3-in/1-out or 1-in/ 
3-out tetrahedra—have a magnetic charge10 and display many prop-
erties similar to those of magnetic monopoles11. Especially the last 
proposal gave rise to a #urry of activity, see ref. 12, in which, in par-
ticular, the close analogy between electric and magnetic phenomena 
was invoked. $us, one can apply to their description many notions 
developed for the description of systems of charges such as electro-
lytes; this description proves to be very e%cient for understanding 
many properties of spin ice.

Until now the largest attention was paid to the magnetic prop-
erties of spin ice, both static and dynamic, largely connected with 
monopole excitations13–18, and the main tool to modify their prop-
erties was magnetic "eld, which couples directly to spins or to the 
magnetic charge of monopoles. I argue below that the magnetic 
monopoles in spin ice have yet another characteristic that could 
allow for other ways to in#uence and study them: each magnetic 
monopole, that is, the tetrahedron with 3-in/1-out or 1-in/3-out 
con"guration, shall also have an electric dipole localized at such 
tetrahedron. $is demonstrates once again the intrinsic interplay 
between magnetic and electric properties of matter. It is well known 
that some magnetic textures can break inversion symmetry—a nec-
essary condition for creating electric dipoles. $is lies at the heart of 
magnetically driven ferroelectricity in type-II multiferroics19. $ere 
exists, in particular, a purely electronic mechanism for creating elec-
tric dipoles. I demonstrate that a similar breaking of inversion sym-
metry, occurring in magnetic monopoles in spin ice, "nally leads to 
the creation of electric dipoles on them.

Results
!e appearance of dipoles on monopoles. $e usual description 
of magnetic materials with localized magnetic moments is based on 
the picture of strongly correlated electrons with the ground state 
being a Mott insulator, see ref. 20. In the simplest cases, ignoring 
orbital e!ects and so on, one can describe this situation by the 
famous Hubbard model

where t is the matrix element of electron hopping between 
neighbouring sites � ®ij  and U is the on-cite Coulomb repulsion. 
For one electron per site, n = Ne/N = 1, and strong interaction  
U�t the electrons are localized, and there appears an 
antiferromagnetic nearest neighbour exchange interaction  
J = 2t2/U between localized magnetic moments thus formed (which 
acts together with the usual classical dipole–dipole interaction). 
Depending on the type of crystal lattice there may exist di!erent 
types of magnetic ground state, o&en rather nontrivial, especially 
in frustrated lattices containing, for example, magnetic triangles or 
tetrahedra as building blocks.

(1)(1)

One can show21,22 that, depending on the magnetic con"gura-
tion, there can occur a spontaneous charge redistribution in such a 
magnetic triangle, so that for example, the electron density on site 1 
belonging to the triangle (1,2,3) is
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(in other spin textures there may appear spontaneous orbital cur-
rents21,22 in such triangles). From this expression one sees, in par-
ticular, that there should occur charge redistribution for a triangle 
with two spins up and one down (Fig. 1), which would "nally give 
a dipole moment
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shown in Fig. 1 by a broad green arrow.
A similar expression describes also an electric dipole, which can 

form on a triangle due to the usual magnetostriction. One can illus-
trate this by the example of Fig. 2, see ref. 23, in which we show the 
triangle (1,2,3) made by magnetic ions, with intermediate oxygens 
sitting outside the triangle and forming a certain angle M–O–M. 
For 3-in spins (Fig. 2a), all three bonds are equivalent, and all  
M–O–M angles are the same. However, in a con"guration of  
Fig. 2b (which, according to equation (2), would give a non-zero 
dipole moment due to electronic mechanism), two bonds become 
‘more ferromagnetic’ and the oxygens would shi& as shown in  
Fig. 2b, so as to make the M–O–M angle in the ‘antiferromag-
netic’ bond closer to 180°, and in ‘ferromagnetic’ bonds closer  
to 90°; according to the Goodenough–Kanamori–Anderson rules 
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Figure 1 | Electronic mechanism of dipole formation. The formation of an 
electric dipole (green arrow) on a triangle of three spins (red arrow).
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Figure 2 | Magnetostriction mechanism of dipole formation. Illustration of 
magnetostriction mechanism of the formation of an electric dipole (green 
arrow): the symmetric location of oxygens (green circles) for equivalent 
bonds (a) changes to an asymmetric one for spin configuration (red 
arrows) with different spin orientations on different bonds (b).
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Spin ice materials present a very interesting class of magnetic 
materials1. Mostly these are the pyrochlores with strongly ani-
sotropic Ising-like rare earth such as Dy or Ho2, although they 

exist in other structures, and one cannot exclude that similar materi-
als could also be made on the basis of transition metal elements with 
strong anisotropy, such as Co2 +  or Fe2 + . Spin ice systems consist 
of a network of corner-shared metal tetrahedra with e!ective fer-
romagnetic coupling between spins3,4, in which in the ground state 
the Ising spins are ordered in two-in/two-out fashion. Arti"cial spin 
ice systems with di!erent structures have also been made5–8.

Spin ice systems are bona !de examples of frustrated systems, 
and they attract now considerable attention, both because they are 
interesting in their own right and because they can model di!erent 
other systems, including real water ice9. A new chapter in the study 
of spin ice was opened by the suggestion that the natural elementary 
excitations in spin ice materials—objects with 3-in/1-out or 1-in/ 
3-out tetrahedra—have a magnetic charge10 and display many prop-
erties similar to those of magnetic monopoles11. Especially the last 
proposal gave rise to a #urry of activity, see ref. 12, in which, in par-
ticular, the close analogy between electric and magnetic phenomena 
was invoked. $us, one can apply to their description many notions 
developed for the description of systems of charges such as electro-
lytes; this description proves to be very e%cient for understanding 
many properties of spin ice.

Until now the largest attention was paid to the magnetic prop-
erties of spin ice, both static and dynamic, largely connected with 
monopole excitations13–18, and the main tool to modify their prop-
erties was magnetic "eld, which couples directly to spins or to the 
magnetic charge of monopoles. I argue below that the magnetic 
monopoles in spin ice have yet another characteristic that could 
allow for other ways to in#uence and study them: each magnetic 
monopole, that is, the tetrahedron with 3-in/1-out or 1-in/3-out 
con"guration, shall also have an electric dipole localized at such 
tetrahedron. $is demonstrates once again the intrinsic interplay 
between magnetic and electric properties of matter. It is well known 
that some magnetic textures can break inversion symmetry—a nec-
essary condition for creating electric dipoles. $is lies at the heart of 
magnetically driven ferroelectricity in type-II multiferroics19. $ere 
exists, in particular, a purely electronic mechanism for creating elec-
tric dipoles. I demonstrate that a similar breaking of inversion sym-
metry, occurring in magnetic monopoles in spin ice, "nally leads to 
the creation of electric dipoles on them.

Results
!e appearance of dipoles on monopoles. $e usual description 
of magnetic materials with localized magnetic moments is based on 
the picture of strongly correlated electrons with the ground state 
being a Mott insulator, see ref. 20. In the simplest cases, ignoring 
orbital e!ects and so on, one can describe this situation by the 
famous Hubbard model

where t is the matrix element of electron hopping between 
neighbouring sites � ®ij  and U is the on-cite Coulomb repulsion. 
For one electron per site, n = Ne/N = 1, and strong interaction  
U�t the electrons are localized, and there appears an 
antiferromagnetic nearest neighbour exchange interaction  
J = 2t2/U between localized magnetic moments thus formed (which 
acts together with the usual classical dipole–dipole interaction). 
Depending on the type of crystal lattice there may exist di!erent 
types of magnetic ground state, o&en rather nontrivial, especially 
in frustrated lattices containing, for example, magnetic triangles or 
tetrahedra as building blocks.
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One can show21,22 that, depending on the magnetic con"gura-
tion, there can occur a spontaneous charge redistribution in such a 
magnetic triangle, so that for example, the electron density on site 1 
belonging to the triangle (1,2,3) is
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(in other spin textures there may appear spontaneous orbital cur-
rents21,22 in such triangles). From this expression one sees, in par-
ticular, that there should occur charge redistribution for a triangle 
with two spins up and one down (Fig. 1), which would "nally give 
a dipole moment
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shown in Fig. 1 by a broad green arrow.
A similar expression describes also an electric dipole, which can 

form on a triangle due to the usual magnetostriction. One can illus-
trate this by the example of Fig. 2, see ref. 23, in which we show the 
triangle (1,2,3) made by magnetic ions, with intermediate oxygens 
sitting outside the triangle and forming a certain angle M–O–M. 
For 3-in spins (Fig. 2a), all three bonds are equivalent, and all  
M–O–M angles are the same. However, in a con"guration of  
Fig. 2b (which, according to equation (2), would give a non-zero 
dipole moment due to electronic mechanism), two bonds become 
‘more ferromagnetic’ and the oxygens would shi& as shown in  
Fig. 2b, so as to make the M–O–M angle in the ‘antiferromag-
netic’ bond closer to 180°, and in ‘ferromagnetic’ bonds closer  
to 90°; according to the Goodenough–Kanamori–Anderson rules 
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Figure 1 | Electronic mechanism of dipole formation. The formation of an 
electric dipole (green arrow) on a triangle of three spins (red arrow).

1

23

1

23

Figure 2 | Magnetostriction mechanism of dipole formation. Illustration of 
magnetostriction mechanism of the formation of an electric dipole (green 
arrow): the symmetric location of oxygens (green circles) for equivalent 
bonds (a) changes to an asymmetric one for spin configuration (red 
arrows) with different spin orientations on different bonds (b).
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Spin ice materials present a very interesting class of magnetic 
materials1. Mostly these are the pyrochlores with strongly ani-
sotropic Ising-like rare earth such as Dy or Ho2, although they 

exist in other structures, and one cannot exclude that similar materi-
als could also be made on the basis of transition metal elements with 
strong anisotropy, such as Co2 +  or Fe2 + . Spin ice systems consist 
of a network of corner-shared metal tetrahedra with e!ective fer-
romagnetic coupling between spins3,4, in which in the ground state 
the Ising spins are ordered in two-in/two-out fashion. Arti"cial spin 
ice systems with di!erent structures have also been made5–8.

Spin ice systems are bona !de examples of frustrated systems, 
and they attract now considerable attention, both because they are 
interesting in their own right and because they can model di!erent 
other systems, including real water ice9. A new chapter in the study 
of spin ice was opened by the suggestion that the natural elementary 
excitations in spin ice materials—objects with 3-in/1-out or 1-in/ 
3-out tetrahedra—have a magnetic charge10 and display many prop-
erties similar to those of magnetic monopoles11. Especially the last 
proposal gave rise to a #urry of activity, see ref. 12, in which, in par-
ticular, the close analogy between electric and magnetic phenomena 
was invoked. $us, one can apply to their description many notions 
developed for the description of systems of charges such as electro-
lytes; this description proves to be very e%cient for understanding 
many properties of spin ice.

Until now the largest attention was paid to the magnetic prop-
erties of spin ice, both static and dynamic, largely connected with 
monopole excitations13–18, and the main tool to modify their prop-
erties was magnetic "eld, which couples directly to spins or to the 
magnetic charge of monopoles. I argue below that the magnetic 
monopoles in spin ice have yet another characteristic that could 
allow for other ways to in#uence and study them: each magnetic 
monopole, that is, the tetrahedron with 3-in/1-out or 1-in/3-out 
con"guration, shall also have an electric dipole localized at such 
tetrahedron. $is demonstrates once again the intrinsic interplay 
between magnetic and electric properties of matter. It is well known 
that some magnetic textures can break inversion symmetry—a nec-
essary condition for creating electric dipoles. $is lies at the heart of 
magnetically driven ferroelectricity in type-II multiferroics19. $ere 
exists, in particular, a purely electronic mechanism for creating elec-
tric dipoles. I demonstrate that a similar breaking of inversion sym-
metry, occurring in magnetic monopoles in spin ice, "nally leads to 
the creation of electric dipoles on them.

Results
!e appearance of dipoles on monopoles. $e usual description 
of magnetic materials with localized magnetic moments is based on 
the picture of strongly correlated electrons with the ground state 
being a Mott insulator, see ref. 20. In the simplest cases, ignoring 
orbital e!ects and so on, one can describe this situation by the 
famous Hubbard model

where t is the matrix element of electron hopping between 
neighbouring sites � ®ij  and U is the on-cite Coulomb repulsion. 
For one electron per site, n = Ne/N = 1, and strong interaction  
U�t the electrons are localized, and there appears an 
antiferromagnetic nearest neighbour exchange interaction  
J = 2t2/U between localized magnetic moments thus formed (which 
acts together with the usual classical dipole–dipole interaction). 
Depending on the type of crystal lattice there may exist di!erent 
types of magnetic ground state, o&en rather nontrivial, especially 
in frustrated lattices containing, for example, magnetic triangles or 
tetrahedra as building blocks.
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One can show21,22 that, depending on the magnetic con"gura-
tion, there can occur a spontaneous charge redistribution in such a 
magnetic triangle, so that for example, the electron density on site 1 
belonging to the triangle (1,2,3) is
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(in other spin textures there may appear spontaneous orbital cur-
rents21,22 in such triangles). From this expression one sees, in par-
ticular, that there should occur charge redistribution for a triangle 
with two spins up and one down (Fig. 1), which would "nally give 
a dipole moment
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shown in Fig. 1 by a broad green arrow.
A similar expression describes also an electric dipole, which can 

form on a triangle due to the usual magnetostriction. One can illus-
trate this by the example of Fig. 2, see ref. 23, in which we show the 
triangle (1,2,3) made by magnetic ions, with intermediate oxygens 
sitting outside the triangle and forming a certain angle M–O–M. 
For 3-in spins (Fig. 2a), all three bonds are equivalent, and all  
M–O–M angles are the same. However, in a con"guration of  
Fig. 2b (which, according to equation (2), would give a non-zero 
dipole moment due to electronic mechanism), two bonds become 
‘more ferromagnetic’ and the oxygens would shi& as shown in  
Fig. 2b, so as to make the M–O–M angle in the ‘antiferromag-
netic’ bond closer to 180°, and in ‘ferromagnetic’ bonds closer  
to 90°; according to the Goodenough–Kanamori–Anderson rules 
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Figure 1 | Electronic mechanism of dipole formation. The formation of an 
electric dipole (green arrow) on a triangle of three spins (red arrow).
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Figure 2 | Magnetostriction mechanism of dipole formation. Illustration of 
magnetostriction mechanism of the formation of an electric dipole (green 
arrow): the symmetric location of oxygens (green circles) for equivalent 
bonds (a) changes to an asymmetric one for spin configuration (red 
arrows) with different spin orientations on different bonds (b).
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Spin ice materials present a very interesting class of magnetic 
materials1. Mostly these are the pyrochlores with strongly ani-
sotropic Ising-like rare earth such as Dy or Ho2, although they 

exist in other structures, and one cannot exclude that similar materi-
als could also be made on the basis of transition metal elements with 
strong anisotropy, such as Co2 +  or Fe2 + . Spin ice systems consist 
of a network of corner-shared metal tetrahedra with e!ective fer-
romagnetic coupling between spins3,4, in which in the ground state 
the Ising spins are ordered in two-in/two-out fashion. Arti"cial spin 
ice systems with di!erent structures have also been made5–8.

Spin ice systems are bona !de examples of frustrated systems, 
and they attract now considerable attention, both because they are 
interesting in their own right and because they can model di!erent 
other systems, including real water ice9. A new chapter in the study 
of spin ice was opened by the suggestion that the natural elementary 
excitations in spin ice materials—objects with 3-in/1-out or 1-in/ 
3-out tetrahedra—have a magnetic charge10 and display many prop-
erties similar to those of magnetic monopoles11. Especially the last 
proposal gave rise to a #urry of activity, see ref. 12, in which, in par-
ticular, the close analogy between electric and magnetic phenomena 
was invoked. $us, one can apply to their description many notions 
developed for the description of systems of charges such as electro-
lytes; this description proves to be very e%cient for understanding 
many properties of spin ice.

Until now the largest attention was paid to the magnetic prop-
erties of spin ice, both static and dynamic, largely connected with 
monopole excitations13–18, and the main tool to modify their prop-
erties was magnetic "eld, which couples directly to spins or to the 
magnetic charge of monopoles. I argue below that the magnetic 
monopoles in spin ice have yet another characteristic that could 
allow for other ways to in#uence and study them: each magnetic 
monopole, that is, the tetrahedron with 3-in/1-out or 1-in/3-out 
con"guration, shall also have an electric dipole localized at such 
tetrahedron. $is demonstrates once again the intrinsic interplay 
between magnetic and electric properties of matter. It is well known 
that some magnetic textures can break inversion symmetry—a nec-
essary condition for creating electric dipoles. $is lies at the heart of 
magnetically driven ferroelectricity in type-II multiferroics19. $ere 
exists, in particular, a purely electronic mechanism for creating elec-
tric dipoles. I demonstrate that a similar breaking of inversion sym-
metry, occurring in magnetic monopoles in spin ice, "nally leads to 
the creation of electric dipoles on them.

Results
!e appearance of dipoles on monopoles. $e usual description 
of magnetic materials with localized magnetic moments is based on 
the picture of strongly correlated electrons with the ground state 
being a Mott insulator, see ref. 20. In the simplest cases, ignoring 
orbital e!ects and so on, one can describe this situation by the 
famous Hubbard model

where t is the matrix element of electron hopping between 
neighbouring sites � ®ij  and U is the on-cite Coulomb repulsion. 
For one electron per site, n = Ne/N = 1, and strong interaction  
U�t the electrons are localized, and there appears an 
antiferromagnetic nearest neighbour exchange interaction  
J = 2t2/U between localized magnetic moments thus formed (which 
acts together with the usual classical dipole–dipole interaction). 
Depending on the type of crystal lattice there may exist di!erent 
types of magnetic ground state, o&en rather nontrivial, especially 
in frustrated lattices containing, for example, magnetic triangles or 
tetrahedra as building blocks.
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One can show21,22 that, depending on the magnetic con"gura-
tion, there can occur a spontaneous charge redistribution in such a 
magnetic triangle, so that for example, the electron density on site 1 
belonging to the triangle (1,2,3) is
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(in other spin textures there may appear spontaneous orbital cur-
rents21,22 in such triangles). From this expression one sees, in par-
ticular, that there should occur charge redistribution for a triangle 
with two spins up and one down (Fig. 1), which would "nally give 
a dipole moment
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shown in Fig. 1 by a broad green arrow.
A similar expression describes also an electric dipole, which can 

form on a triangle due to the usual magnetostriction. One can illus-
trate this by the example of Fig. 2, see ref. 23, in which we show the 
triangle (1,2,3) made by magnetic ions, with intermediate oxygens 
sitting outside the triangle and forming a certain angle M–O–M. 
For 3-in spins (Fig. 2a), all three bonds are equivalent, and all  
M–O–M angles are the same. However, in a con"guration of  
Fig. 2b (which, according to equation (2), would give a non-zero 
dipole moment due to electronic mechanism), two bonds become 
‘more ferromagnetic’ and the oxygens would shi& as shown in  
Fig. 2b, so as to make the M–O–M angle in the ‘antiferromag-
netic’ bond closer to 180°, and in ‘ferromagnetic’ bonds closer  
to 90°; according to the Goodenough–Kanamori–Anderson rules 
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Figure 1 | Electronic mechanism of dipole formation. The formation of an 
electric dipole (green arrow) on a triangle of three spins (red arrow).
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Figure 2 | Magnetostriction mechanism of dipole formation. Illustration of 
magnetostriction mechanism of the formation of an electric dipole (green 
arrow): the symmetric location of oxygens (green circles) for equivalent 
bonds (a) changes to an asymmetric one for spin configuration (red 
arrows) with different spin orientations on different bonds (b).
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Spin ice materials present a very interesting class of magnetic 
materials1. Mostly these are the pyrochlores with strongly ani-
sotropic Ising-like rare earth such as Dy or Ho2, although they 

exist in other structures, and one cannot exclude that similar materi-
als could also be made on the basis of transition metal elements with 
strong anisotropy, such as Co2 +  or Fe2 + . Spin ice systems consist 
of a network of corner-shared metal tetrahedra with e!ective fer-
romagnetic coupling between spins3,4, in which in the ground state 
the Ising spins are ordered in two-in/two-out fashion. Arti"cial spin 
ice systems with di!erent structures have also been made5–8.

Spin ice systems are bona !de examples of frustrated systems, 
and they attract now considerable attention, both because they are 
interesting in their own right and because they can model di!erent 
other systems, including real water ice9. A new chapter in the study 
of spin ice was opened by the suggestion that the natural elementary 
excitations in spin ice materials—objects with 3-in/1-out or 1-in/ 
3-out tetrahedra—have a magnetic charge10 and display many prop-
erties similar to those of magnetic monopoles11. Especially the last 
proposal gave rise to a #urry of activity, see ref. 12, in which, in par-
ticular, the close analogy between electric and magnetic phenomena 
was invoked. $us, one can apply to their description many notions 
developed for the description of systems of charges such as electro-
lytes; this description proves to be very e%cient for understanding 
many properties of spin ice.

Until now the largest attention was paid to the magnetic prop-
erties of spin ice, both static and dynamic, largely connected with 
monopole excitations13–18, and the main tool to modify their prop-
erties was magnetic "eld, which couples directly to spins or to the 
magnetic charge of monopoles. I argue below that the magnetic 
monopoles in spin ice have yet another characteristic that could 
allow for other ways to in#uence and study them: each magnetic 
monopole, that is, the tetrahedron with 3-in/1-out or 1-in/3-out 
con"guration, shall also have an electric dipole localized at such 
tetrahedron. $is demonstrates once again the intrinsic interplay 
between magnetic and electric properties of matter. It is well known 
that some magnetic textures can break inversion symmetry—a nec-
essary condition for creating electric dipoles. $is lies at the heart of 
magnetically driven ferroelectricity in type-II multiferroics19. $ere 
exists, in particular, a purely electronic mechanism for creating elec-
tric dipoles. I demonstrate that a similar breaking of inversion sym-
metry, occurring in magnetic monopoles in spin ice, "nally leads to 
the creation of electric dipoles on them.

Results
!e appearance of dipoles on monopoles. $e usual description 
of magnetic materials with localized magnetic moments is based on 
the picture of strongly correlated electrons with the ground state 
being a Mott insulator, see ref. 20. In the simplest cases, ignoring 
orbital e!ects and so on, one can describe this situation by the 
famous Hubbard model

where t is the matrix element of electron hopping between 
neighbouring sites � ®ij  and U is the on-cite Coulomb repulsion. 
For one electron per site, n = Ne/N = 1, and strong interaction  
U�t the electrons are localized, and there appears an 
antiferromagnetic nearest neighbour exchange interaction  
J = 2t2/U between localized magnetic moments thus formed (which 
acts together with the usual classical dipole–dipole interaction). 
Depending on the type of crystal lattice there may exist di!erent 
types of magnetic ground state, o&en rather nontrivial, especially 
in frustrated lattices containing, for example, magnetic triangles or 
tetrahedra as building blocks.
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One can show21,22 that, depending on the magnetic con"gura-
tion, there can occur a spontaneous charge redistribution in such a 
magnetic triangle, so that for example, the electron density on site 1 
belonging to the triangle (1,2,3) is
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(in other spin textures there may appear spontaneous orbital cur-
rents21,22 in such triangles). From this expression one sees, in par-
ticular, that there should occur charge redistribution for a triangle 
with two spins up and one down (Fig. 1), which would "nally give 
a dipole moment
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shown in Fig. 1 by a broad green arrow.
A similar expression describes also an electric dipole, which can 

form on a triangle due to the usual magnetostriction. One can illus-
trate this by the example of Fig. 2, see ref. 23, in which we show the 
triangle (1,2,3) made by magnetic ions, with intermediate oxygens 
sitting outside the triangle and forming a certain angle M–O–M. 
For 3-in spins (Fig. 2a), all three bonds are equivalent, and all  
M–O–M angles are the same. However, in a con"guration of  
Fig. 2b (which, according to equation (2), would give a non-zero 
dipole moment due to electronic mechanism), two bonds become 
‘more ferromagnetic’ and the oxygens would shi& as shown in  
Fig. 2b, so as to make the M–O–M angle in the ‘antiferromag-
netic’ bond closer to 180°, and in ‘ferromagnetic’ bonds closer  
to 90°; according to the Goodenough–Kanamori–Anderson rules 
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Figure 1 | Electronic mechanism of dipole formation. The formation of an 
electric dipole (green arrow) on a triangle of three spins (red arrow).
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Figure 2 | Magnetostriction mechanism of dipole formation. Illustration of 
magnetostriction mechanism of the formation of an electric dipole (green 
arrow): the symmetric location of oxygens (green circles) for equivalent 
bonds (a) changes to an asymmetric one for spin configuration (red 
arrows) with different spin orientations on different bonds (b).
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