Low-temperature transport, thermodynamic, and optical properties of FeSi
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We present a comprehensive series of electrical transport (conductivity, magnetoresistance, and Hall effect), thermodynamic (specific heat, magnetic susceptibility, and magnetization), and optical (reflectivity) measurements in varying temperature ranges between 0.05 and 330 K on high-quality FeSi single crystals grown by vapor transport. The entire set of data can consistently be described with the usual relations for a (compensated $n$ type) semiconductor if an unconventional band structure is assumed. Compared to the results of mean-field band-structure calculations, the height of the peaks in the total density of states around the energy gap is considerably enhanced, implying enhanced effective masses. Most likely correlation effects are the source of these features. At very low temperatures we encounter metallic behavior. A low concentration of correlated itinerant charge carriers coexists with interacting magnetic moments. [S0163-1829(97)05043-1]

I. INTRODUCTION

The cubic $B20$-type intermetallic compound FeSi, also frequently referred to as $\epsilon$-FeSi, has been known since decades for its unusual thermodynamic properties at high temperatures.$^{1,2}$ Above 100 K, the magnetic susceptibility rises rapidly with increasing temperature, passes through a maximum at approximately 500 K, and obeys a Curie-Weiss-type behavior at higher temperatures. Neutron diffraction,$^{3}$ $^{29}$Si NMR,$^{4}$ and $^{57}$Fe Mössbauer$^{4}$ studies excluded, however, the onset of an antiferromagnetic order below 500 K. A similarly anomalous behavior was observed for the specific heat.$^{2}$ Its electronic component was reported to have a broad peak at around 200 K, which is roughly the temperature where the magnetic susceptibility increases most steeply with temperature.

The theoretical interpretation of these observations remains controversial. A number of different approaches have been suggested to explain these high-temperature properties of FeSi. A first approach uses a theory of itinerant-electron magnetism where FeSi is described as a nearly ferromagnetic semiconductor, the thermal and magnetic properties of which are strongly influenced by spin fluctuations with strongly temperature-dependent amplitudes.$^{5-7}$ A second attempt calls upon a Kondo-lattice description.$^{8-10}$ In this picture, the high-temperature magnetism is thought to arise from localized magnetic moments of Fe, which are not Kondo compensated above a certain critical temperature. This interpretation is of particular interest because of possible relations between correlated $d$- and $f$-electron systems. A third approach considers the concept of intermediate valence,$^{11}$ where the ground state is claimed to be $d^6$Fe$^{2+}$ hybridized with Si, leading to spin zero (the orbital momentum is quenched), and the lowest excited state is $d^{4}$Fe$^{3+}$ hybridized with Si, with spin $\frac{1}{2}$. The high-temperature magnetic behavior is thus explained by a thermally induced intermediate valence of Fe in FeSi. Yet another approach$^{12}$ describes FeSi with a two-band Hubbard model in the limit of large dimensions assuming two symmetric tight-binding bands (the iron $d$ bands) with a Hubbard term $U$ acting within each band independently and with a moment independent hybridization. While for $U=0$ the ground state consists of doubly occupied states in the lower hybridized band, for $U\rightarrow \infty$ double occupancy is avoided. Related to this approach is a local-density-approximation (LDA) $+ U$ band-structure calculation for FeSi.$^{13}$ The anomalous behavior of the magnetic susceptibility and the specific heat of FeSi is claimed to be due to the proximity of a singlet semiconductor to ferromagnetic-metal transition in FeSi. It has, however, been argued$^{14}$ that results similar to LDA $+ U$ results are obtained if temperature dependences are included in the LDA band-structure calculations.

A central issue of all these models is the origin and the value of the energy gap in FeSi, a topic which has been addressed in a number of LDA band-structure calculations.$^{15-19}$ All these reports give essentially the same results. The Fermi energy of FeSi is situated in a gap of the electronic excitation spectrum. The minimum-energy gap is indirect and between 0.05 and 0.11 eV, the minimum direct gap is approximately 0.14 eV. The calculated gap value is quite sensitive to small variations in the atomic positions of Fe and Si. As a result of several valence-band maxima and conduction-band minima occurring within a few meV of the gap edges, the total electronic density of states ($\text{DOS}$) rises rapidly on both sides of the gap. The gap is surrounded by two extremely narrow peaks of only approximately 50-meV width, mostly formed by Fe $3d$ states. These two peaks appear as particularly pronounced in Refs. 17 and 18. The peak above the gap is part of a wider structure of several 100-meV width. Fu, Krijn, and Doniach$^{16}$ remarked that the dominating $3d$ character of the states around the gap is not what one would expect in a Kondo-insulator, where the gap results from a hybridization of localized $3d$ electrons with itinerant $s$ or $p$ electrons. On the other hand, Mattheiss and Hamann$^{15}$ claimed that from their band-structure calculations they could not distinguish between a Kondo insulator and an en-
hanced spin-fluctuation model. Experimental gap values given in the literature\textsuperscript{29,20–24} range between 50 and 80 meV when extracted from electrical conductivity measurements, and between 60 and 100 meV when derived from magnetic-susceptibility and optical-reflectivity measurements, overall in relatively good agreement with the results of the above-mentioned calculations. It is known that LDA calculations usually underestimate the energy-gap value, but this notorious ``band-gap problem'' does not seem to appear in the case of FeSi. Jarlborg\textsuperscript{18} argued that this might be related to the gap occurring in the middle of the Fe 3d band in FeSi, and not between two different bands. This special feature of FeSi would also lead to an increase rather than the usual decrease of the gap width with pressure,\textsuperscript{18} as was indeed recently observed experimentally by Bauer \textit{et al.}\textsuperscript{25}

The relevance of all these mean-field band-structure results for the real electronic structure of FeSi continues to be a topic of debate, however. Mattheiss and Hamann pointed out\textsuperscript{15} that, according to exact diagonalization studies on small many-body model systems,\textsuperscript{26} the exact ground state is the analytic continuation of the noninteracting state, and that therefore the mean-field bands should be a relevant starting point for FeSi. Many-body effects can lead to an extreme renormalization of the LDA bandwidths, but only to a moderate renormalization of the LDA gap.

The relatively large amount of theoretical work aiming at explaining the high-temperature properties of FeSi is to be contrasted with much less theoretical work considering the low-temperature properties. These are often thought to be impurity dominated and therefore of little interest. We believe, however, that low-temperature properties can, even if impurity influenced or \textit{because} they are impurity influenced, play an important role in clarifying the physical characteristics of FeSi. One example of a theoretical attempt to describe such a real physical system is the ``dirty Kondo insulator'' description of Schlottmann.\textsuperscript{27–29} In it, the effect of Kondo holes, i.e., of missing \textit{f} or \textit{d} electrons at a given site, on the DOS of a Kondo insulator is discussed and several low-temperature properties are predicted. Also Jarlborg,\textsuperscript{18} in the framework of an \textit{ab initio} spin-polarized band theory for FeSi, provided helpful indications on the expected influence of impurities on low-temperature properties. He points out that a local magnetic field, induced around a magnetic impurity in FeSi, can lead to spin polarization and a closing of the gap. This subsequently enhances the field because electrons from the minority valence band are transferred to the majority conduction band, a process which is most pronounced at low temperatures where the sharp rise in the DOS on both sides of the gap is not thermally smeared out. As a consequence, a sizable magnetic halo will be created around the impurity site.

In order to establish a reliable data base we have made a comprehensive series of electrical transport, thermodynamic, and optical measurements on high-quality single-crystalline FeSi samples below room temperature. All our experimental results are compatible with a description of FeSi being a semiconductor with an unconventional band structure, involving two narrow DOS peaks around the gap with an extremely high total DOS and considerably enhanced effective masses. At temperatures below 1 K, FeSi enters a metallic state in which interacting magnetic moments coexist with a low concentration of itinerant charge carriers, a scenario interesting \textit{per se}.

II. SAMPLES AND EXPERIMENT

We have measured the electrical resistivity, magnetoresistance, Hall effect, specific heat, magnetic susceptibility, and optical reflectivity in varying temperature ranges between 0.05 and 330 K on single-crystalline samples of FeSi. All transport measurements were made using the same crystal (which we will refer to as No. 1). For the specific-heat, magnetic-susceptibility, and optical-reflectivity measurements we used another crystal from the same batch to which we will refer as No. 2. Both samples were grown by vapor transport. The extremely high ratio of low temperature to room temperature resistivity of approximately $5 \times 10^{5}$ for No. 1 may be interpreted as an indication for a low defect concentration and a very high sample quality.

A. Structural characterization

We used several x-ray techniques to characterize our samples. In an energy dispersive x-ray microanalysis (EDX) of No. 2 we detected, besides Fe and Si, only spurious amounts of Cu, which are, most likely, due to backscattering from the microscope walls. We could not detect any foreign phase, i.e., inclusions which are chemically different from FeSi and which are larger than approximately 1 \textmu m in diameter are unlikely to be present in the sample. We analyzed a third crystal (No. 3) from the same batch as crystals Nos. 1 and 2 by powder diffraction at room temperature. Using an internal Si standard, the lattice constant was refined to $a = 4.4880(5)$ Å at room temperature. FeSi crystallizes with the cubic space group $P2_{1}3$ and Fe and Si atoms are located at the special site $(4a)u,u,u$. Fixing the Fe and Si occupancy factors to 1.0, a Rietveld refinement yields, for the four equivalent Fe positions, $x/a = y/a = z/a = 0.137(2)$, and, for the four equivalent Si positions, $x/a = y/a = z/a = 0.842(3)$. If we fix only the Fe occupancy factor to 1.0 and refine the Si occupancy factor, we find a slightly better agreement with the experimental diffraction pattern. We then obtain a Si occupancy factor of 0.95(3), the Fe positions at $x/a = y/a = z/a = 0.139(2)$, and the Si positions at $x/a = y/a = z/a = 0.845(2)$. The corresponding sample stoichiometry is thus Fe$_{1.05}$Si$_{1.04}$ with $0.01 \leq \delta \leq 0.04$. The smallest $\delta$ value is just the maximum allowed silicon deficiency within the previously established FeSi homogeneity range.\textsuperscript{30} For the higher $\delta$ values we would have to assume that locally some Fe rich phase exists. We analyzed this crystal (No. 3) by x-ray diffraction using the precession method prior to grinding it for the powder diffraction measurement. It consisted of at least four crystallites. Some of the excess Fe might, for example, have been situated at the grain boundaries.

Also crystal Nos. 1 and 2 were investigated by x-ray diffraction using the precession method. Each of them consists of at least two intergrown crystallites. The central region of crystal No. 1, which was investigated in the transport measurements, is, however, essentially single crystalline.

The implications of these structural investigations can be summarized as follows. Since FeSi is a cubic compound,
intergrown crystals are expected to have very similar physical bulk properties as single crystals. Only in samples consisting of many intergrown crystallites, grain boundaries might considerably influence intrinsic properties such as the spin susceptibility or the specific heat. Small deviations from the ideal 1:1 stoichiometry of Fe and Si are very difficult if not impossible to determine experimentally. The improved fit resulting from the Rietveld refinement when adjusting the occupancy factor of one of the constituents could also be due to the additional fit parameter. Therefore, one has to be extremely cautious when comparing results obtained from different samples, especially when synthesized by different methods.

B. Experimental techniques

Sample No. 1 was contacted with six gold wires using silver epoxy. The resistivity was measured between 0.07 and 300 K using a standard four-wire low-frequency ac technique. The magnetoresistance and the Hall effect were measured between 0.05 and 55 K by applying a dc current in external magnetic fields \( H \) of different magnitude up to \( \mu_0 H = 7 \, \text{T} \). The magnetoresistance was measured in the so-called transverse configuration, that is, the magnetic induction \( B \) was perpendicular to the electrical current \( I \). The current values were always checked to be in the ohmic regime. The magnetoresistance MR was extracted from the voltage \( V_I \) measured along the current direction, the Hall voltage \( V_H \) from the transverse (i.e., perpendicular to \( I \) and \( B \)) voltage \( V_V \), considering that MR is an even function of \( B \) and \( V_H \) is an odd function of \( B \).

The specific heat of sample No. 2 was measured between 0.06 and 35 K using a relaxation-type technique, and the ac magnetic susceptibility of the same sample was measured between 0.05 and 1 K by a conventional mutual-inductance technique at a frequency of 420 Hz. Between 2 and 330 K, we measured the dc susceptibility using a moving-sample superconducting quantum interference device magnetometer. The absolute value of the ac susceptibility was determined from the transverse part \( I \) of the susceptibility range. Above 200 K, \( \rho \) depends only weakly on \( T \), but increases by more than three orders of magnitude between 200 and 30 K. The subsequent trend to saturation is followed by a second steep rise of \( \rho \) between approximately 15 and 5 K. At very low temperatures, \( \rho(T) \) tends to saturate. Below 0.3 K, \( \rho = \rho_0 - AT^2 \) with \( \rho_0 = 0.59 \, \Omega \, \text{cm} \) and \( A = 0.27 \, \Omega \, \text{mK}^{-2} \) is an adequate description of the data. The saturation of \( \rho(T) \) to a finite value \( \rho_0 \) at very low temperatures is reflected in the trend \( d \ln \rho(T)/dT \rightarrow 0 \) as \( T \rightarrow 0 \).

III. EXPERIMENTAL RESULTS AND ANALYSIS

A. Transport

In Fig. 1 we show the temperature dependence of the resistivity \( \rho \) on a double-logarithmic plot. The resistivity at room temperature is, with 165 \( \mu \Omega \, \text{cm} \), well within the range of 140–280 \( \mu \Omega \, \text{cm} \) previously reported for FeSi single crystals.\(^{3,21,23,31}\) Upon lowering the temperature, \( \rho \) increases by more than five orders of magnitude to 54.9 \( \Omega \, \text{cm} \) at 0.07 K. In the inset of Fig. 1 we show \( d \ln \rho(T)/dT \) as a function of \( T \). The temperature derivative of \( \rho \) is negative over the whole covered temperature range. Above 200 K, \( \rho \) depends only weakly on \( T \), but increases by more than three orders of magnitude between 200 and 30 K. The subsequent trend to saturation is followed by a second steep rise of \( \rho \) between approximately 15 and 5 K. At very low temperatures, \( \rho(T) \) tends to saturate. Below 0.3 K, \( \rho = \rho_0 - AT^2 \) with \( \rho_0 = 0.59 \, \Omega \, \text{cm} \) and \( A = 0.27 \, \Omega \, \text{mK}^{-2} \) is an adequate description of the data. The saturation of \( \rho(T) \) to a finite value \( \rho_0 \) at very low temperatures is reflected in the trend \( d \ln \rho(T)/dT \rightarrow 0 \) as \( T \rightarrow 0 \).

In Fig. 2 we present the magnetoresistance data in the form \( MR = [R(7T) - R(0)]/R(0) \) between 0.05 and 55 K. MR(T) is negative over practically the whole temperature range, reaching a maximum absolute value of approximately 12% around 7 K. Only between 30 and 45 K, is a small positive MR observed. Examples of isothermal MR(\( B \)) curves will be shown and analyzed in Sec. IV B.

The Hall effect was measured at several fixed temperatures between 1.5 and 55 K in external magnetic fields \( H \) up to \( 5 \, \text{T} \) and at different temperatures between 0.1 and 1 K at up to 2 T. Only in two relatively narrow temperature ranges, namely, between 30 and 55 K and between 4 and 10 K, is the Hall resistivity \( \rho_H = V_H d/I \) approximately a linear function of \( B \), i.e., \( \rho_H = R_H B \), where \( d \) is the sample thickness and \( R_H \) the Hall coefficient. The \( \rho_H(B) \) curves in
these two regimes are shown in Fig. 3. The corresponding $R_H(T)$ values are shown later in Fig. 15. Between 30 and 55 K, $R_H$ is positive, and between 4 and 10 K, $R_H$ is negative. In the transition regime between 10 and 30 K, $R_H$ behaves chaotically, and no reliable determination of $R_H$ was possible. Below 4 K, $r_H(B)$ reveals pronounced nonlinearities, as shown in Fig. 4, and below 1 K, the transverse voltage $V_t(B)$ displays a hysteretic field dependence, as is shown in Fig. 5.

For the analysis of the nonlinear $\rho_H(B)$ curves, we consider the Hall effect due to two kinds of charge carriers, and the anomalous Hall effect due to the magnetic properties of the material. The field dependence of the Hall coefficient in a two-band model can be written in the form

$$R_H = \frac{R_0 + R_\infty \mu^2 B^2}{1 + \mu^2 B^2},$$

(1)

where

$$R_0 = \frac{R_1 \sigma_1^2 + R_2 \sigma_2^2}{\sigma_0^2},$$

(2)

$$R_\infty = \frac{R_1 R_2}{R_1 + R_2},$$

(3)

$$\mu = \frac{\sigma_1 \sigma_2}{\sigma_0} (R_1 + R_2),$$

(4)

$$\sigma_0 = \sigma_1 + \sigma_2.$$  

(5)

Here $\sigma_i$ and $R_i$ are the conductivity and the Hall coefficient of the $i$th band ($i = 1, 2$), and $R_0$ and $R_\infty$ are the Hall coefficients at zero and infinite $B$, respectively. Both $\sigma_i$ and $R_i$ are assumed to be independent of $B$ in this model, i.e., single-band effects are neglected.
Some representative $R_H(B)$ curves together with the fits of Eq. (1) are shown in Fig. 6. Using Eqs. (2)–(5) and inserting the obtained fit parameters $R_0$, $R_s$, and $\mu$, as well as the measured zero-field conductivity $\sigma_0$ from Fig. 1, we calculated the zero-field conductivities $\sigma_i$, the Hall mobilities $\mu_i$, and the Hall coefficients $R_i$ of both sets of charge carriers. We find that $\sigma_1 \approx \sigma_0$, $\mu_1 \approx \mu_2 \approx 1 \text{ m}^2 \text{V}^{-1} \text{s}^{-1}$, and $|R_1| \ll R_2 \approx 100 \text{ m}^2 \text{C}^{-1}$, corresponding to approximately $10^{17} \text{ m}^{-3}$ (positive) charge carriers. The total conductivity $\sigma_0$ is dictated by band 1 because its higher charge-carrier concentration overcompensates for its lower mobility. Within this two-band analysis the appearance of a hysteresis in the Hall effect below 1 K remains unexplained. It indicates, instead, that magnetic moments are involved, causing a contribution related to the anomalous Hall effect.

The anomalous Hall effect arises from the spin-orbit coupling between localized moments and itinerant electrons which produces an extra electric field with the same orientation as that induced by the Lorentz force in the normal Hall effect. The Hall resistivity of such a material can be written as

$$\rho_H(B) = R_0 B + R_s \mu_0 M(B),$$  \hspace{1cm} (6)

where $R_0$ and $R_s$ are the normal and spontaneous Hall coefficients, respectively, $\mu_0$ is the vacuum permeability, and $M$ the sample’s volume magnetization.

In Fig. 7 we show several isothermal field dependences between 1.9 and 11 K of the magnetization $M(B)$ of the sample that was used for the Hall effect measurements. All $M(B)$ curves were measured by first increasing and then decreasing $B$. The curves are completely reversible. Fitting the $\rho_H(B)$ data to Eq. (6) by using the experimental values of $M(B)$ gives, at best, only approximate agreement, as may be seen in Fig. 8. The ratio $(R_s \mu_0 M)/(R_0 B)$ in low $B$ fields, a measure of the importance of the anomalous Hall effect, increases only slightly from approximately 1 at 8 K to approximately 2 at 2 K. Values of $(R_s \mu_0 M)/(R_0 B)$ of the order of 1 are between values typical for ferromagnetic semiconductors ($\approx 1$) and values typical for ferromagnetic metals ($>100$).\textsuperscript{34} The normal Hall coefficient $R_0$ is negative, over the entire temperature range from 1 to 8 K. The corresponding charge-carrier density varies between $10^{21}$ and $10^{22} \text{ m}^{-3}$ below 4 K, and increases to approximately $5 \times 10^{22} \text{ m}^{-3}$ at 8 K, which is slightly smaller than what is found from linear fits to $\rho_H(B)$ (cf. Fig. 3). The Hall mobility is between $10^{-3}$ and $10^{-2} \text{ m}^2 \text{V}^{-1} \text{s}^{-1}$.

In the absence of magnetization data below 1.9 K we estimated the charge-carrier density in this temperature regime from the slopes of the $\rho_H(B)$ curves at $B > 1.25 \text{ T}$. This is a valid procedure provided that, at these temperatures, $M(B)$ tends to saturate to a constant value at moderate fields. For all temperatures (cf. Fig. 5), we find negative slopes consistent with an electron density of approximately $2 \times 10^{22} \text{ m}^{-3}$.

B. Specific heat

The temperature dependence of the specific heat is presented in Fig. 9 on a double-logarithmic diagram. Except
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**FIG. 6.** Some representative isotherms of the Hall coefficient $R_H = \rho_H/B$ as a function of the external magnetic induction $B = \mu_0 H$ of FeSi sample No. 1. The curves are best fits of the presented data to Eq. (1).
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**FIG. 7.** Magnetization $M$ of FeSi sample No. 1 as a function of the external magnetic induction $B$ at different fixed temperatures. The curves are a guide to the eye.
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**FIG. 8.** Selected isotherms of the Hall resistivity $\rho_H$ vs external magnetic induction $B = \mu_0 H$ of FeSi sample No. 1. The curves are best fits according to Eq. (6). For each temperature, an interpolation between the experimental $M(B)$ curves of Fig. 7 was used.
below 0.2 K, it can reasonably well be described by the sum of the common low-temperature electronic and lattice contributions and two Schottky anomalies resulting from excitations within two different two-level systems with interlevel energy separations of \( k_B T_1 \) and \( k_B T_2 \), respectively, i.e.,

\[
C_p = \gamma T + \beta T^3 + \delta T^5 + a_1 \frac{(T_1/T)^2 \exp{T_1/T}}{(1 + \exp{T_1/T})^2} + a_2 \frac{(T_2/T)^2 \exp{T_2/T}}{(1 + \exp{T_2/T})^2}. \tag{7}
\]

The fit according to this relation is shown as a solid curve in Fig. 9. The fit parameters are \( \gamma = 1.1 \times 10^{-3} \text{ J mol}^{-1} \text{K}^{-2} \), \( \beta = 9.1 \times 10^{-6} \text{ J mol}^{-1} \text{K}^{-4} \), \( \delta = 1.1 \times 10^{-8} \text{ J mol}^{-1} \text{K}^{-6} \), \( a_1 = 9.2 \times 10^{-3} \text{ J mol}^{-1} \text{K}^{-1} \), \( T_1 = 6.8 \text{ K} \), \( a_2 = 1.1 \times 10^{-2} \text{ J mol}^{-1} \text{K}^{-1} \), and \( T_2 = 0.95 \text{ K} \). From the low-temperature lattice contribution \( \beta T^3 \), we calculate a Debye temperature \( \Theta_D = 314 \text{ K} \) distinctly higher than the Debye temperature \( \Theta_D = 377 \text{ K} \) calculated from the elastic constants \( c_{11} \) and \( c_{44} \) measured at room temperature.\(^{35}\) The entropy releases corresponding to the Schottky anomalies are \( \Delta S_1 = 6.3 \text{ mJ mol}^{-1} \text{K}^{-1} \) and \( \Delta S_2 = 7.9 \text{ mJ mol}^{-1} \text{K}^{-1} \), i.e., approximately 0.11% and 0.14% two-level centers per FeSi unit, respectively. Possible reasons for the excess specific heat below 0.2 K are discussed below.

### C. Magnetic susceptibility

In Fig. 10 the temperature dependence of the magnetic susceptibility \( \chi \) is shown on a double-logarithmic plot. As previously established, \( \chi \) decreases from 330 to 90 K, and rises again at lower temperatures. Our high-temperature \( (T > 90 \text{ K}) \) susceptibility data compare well with published \( \chi(T) \) data on both poly-crystalline and single-crystalline FeSi.\(^{2,4,9,19-21,36}\) A good description of \( \chi(T) \) over the whole temperature range is obtained by the sum of a thermally activated contribution and two Curie-Weiss-type contributions, i.e.,

\[
\chi = \frac{c}{T} \exp(-T_0/T) + \frac{C_1}{T - \Theta_1} + \frac{C_2}{T - \Theta_2}. \tag{8}
\]

The fit is shown in Fig. 10 as a solid curve. The fit parameters are \( c = 1.8 \text{ K} \), \( T_0 = 670 \text{ K} \), \( C_1 = 8.0 \text{ mK} \), \( \Theta_1 = -870 \text{ mK} \), \( C_2 = 0.26 \text{ mK} \), and \( \Theta_2 = +34 \text{ mK} \). The first Curie-Weiss term with a negative value of \( \Theta \) is consistent with predominantly antiferromagnetically coupled moments of 0.26\( \mu_B \)/FeSi unit, and the second Curie-Weiss term with a positive value of \( \Theta \) is consistent with predominantly ferromagnetically coupled moments of 0.05\( \mu_B \)/FeSi unit. Most likely the moments arise from uncompensated iron. Assuming that due to the low symmetry \( (C_3) \) of the Fe sites in FeSi, the angular momentum of the Fe ions is quenched, i.e., \( L = 0 \) and \( J = S \), and that the Fe moments may be considered as noninteracting with their environment, i.e., \( g_J = 2 \), the configurations \( d^7 \text{Fe}^+ \), \( d^6 \text{Fe}^{2+} \), and \( d^5 \text{Fe}^{3+} \) lead to the ionic magnetic moments of 3.9\( \mu_B \), 4.9\( \mu_B \), and 5.9\( \mu_B \), respectively. For \( d^7 \text{Fe}^+ \), for example, \( C_1 \) thus corresponds to a moment density of \( 2.04 \times 10^{26} \text{ m}^{-3} \) and \( C_2 \) to \( 2.15 \times 10^{26} \text{ m}^{-3} \).

#### D. Optical reflectivity

Figure 11 presents the reflectivity \( R \) and the optical conductivity \( \sigma \) for some significant temperatures. As described below, the overall temperature dependence and the most prominent absorptions are in agreement with our previous investigation of a single crystal grown in antimony flux,\(^{24}\) and of a polycrystalline specimen of pure FeSi.\(^{37}\) Our results are similar to those obtained by other groups.\(^{9,38-40}\) The most striking feature is the strong temperature dependence of \( R(\omega) \) in the FIR spectral range, where the reflectivity changes from a metallic behavior at temperatures above 100 K by tending toward 100% for \( \omega \to 0 \), to that of an insulator below 40 K. This can also easily be recognized on plots of the optical conductivity \( \sigma(\omega) \). As the temperature decreases, the low-frequency limit of \( \sigma(\omega) \) drops continuously and, below 40 K, it is vanishing small, typical of insulators. Figure 11(b) reveals that the Drude component of
$\sigma_1(\omega)$ ascribed to itinerant charge carriers is progressively quenched down to 100 K, and disappears below 40 K. Several distinct and narrow modes appear in the FIR frequency range upon decreasing the temperature to 10 K. We also note that the electrodynamic response of Fe$_{1-x}$Co$_x$Si with $x = 0.03$ is qualitatively and quantitatively similar to that of pure FeSi, except in the FIR range, where the increasing metallicity for $x \geq 0.01$ is evidenced by an increasing amplitude of the low-temperature Drude component.\textsuperscript{37}

IV. DISCUSSION

A. High-temperature properties

1. Magnetic susceptibility

First we shall focus on the magnetic susceptibility between 100 and 300 K. Jaccarino et al.\textsuperscript{2} noted that their high-temperature magnetic susceptibility data can be described in two different ways: either by considering a system of free ions with spin zero in their ground state and spin $S$ in their excited state, or by invoking metallic spin paramagnetism in two extremely narrow bands separated by a small energy gap.

The ‘free-ion-like’ model provides the equation

$$\chi = \frac{N g^2 \mu_B^2 \mu_0}{3k_B T} \frac{S(S+1)(2S+1)}{2S+1 + \exp T_0/T}. \quad (9)$$

The first term in Eq. (8), i.e., $e^2T$ $\exp(-T_0/T)$, which accounts for the high-temperature contribution to $\chi(T)$ can, in fact, be considered as an approximation of Eq. (9) for $T \ll T_0$. If we replace the first term of Eq. (8) by Eq. (9), and also allow, in the fitting procedure, the parameters of the Curie-Weiss terms to readjust, we find a satisfactory agreement between calculation and experiment only with $S = 1$. With the $g$ factor fixed to 2 and with $N = 4/a^3 = 4.42 \times 10^{22}$ cm$^{-3}$ for the density of Fe ions, $T_0 = 740$ K (64 meV) and the parameters of the two Curie-Weiss terms remain essentially unchanged from those obtained by fitting with Eq. (8). For $S = \frac{1}{2}$ and $\frac{3}{2}$, no fit of equal quality can be obtained with the $g$ factor fixed to 2. Jaccarino et al.\textsuperscript{2} reported the best agreement for $S = \frac{1}{2}$, where $g = 3.92$ and $T_0 = 750$ K, and a somewhat poorer agreement for $S = 1$ with $g = 2.17$ and $T_0 = 795$ K. Since the physical origin of a strongly enhanced $g$ factor within this simple two-level model is not clear, we tend to favor the $S = 1$ interpretation in this case.

The model DOS which Jaccarino et al.\textsuperscript{2} used in the ‘metallic-paramagnetism’ model is depicted in Fig. 12. Two rectangular peaks of width $W$ and height $D(E) = pN/W$, separated by an energy gap of width $E_g$, are introduced to approximate the DOS of FeSi in the vicinity of the Fermi level. $N$ is the density of unit cells containing four FeSi units, and $p$ is the total number of states per unit cell. The Fermi energy $E_F$ is situated in the middle of the gap. The Pauli susceptibility of this system is readily calculated from

$$\chi^{\text{Pauli}}(T) = -2 \mu_0 \mu_B^2 \int_{\text{conduction band}} D(E) \frac{\partial f(E, E_F, T)}{\partial E} dE, \quad (10)$$

where $f(E, E_F, T)$ is the Fermi function. The factor 2 accounts for the fact that holes in the valence band contribute to $\chi$ in the same way as electrons in the conduction band. For $\chi^{\text{Pauli}}$ to vanish as $T \to 0$, the number of electrons per Fe atom has to be an even number. Jaccarino et al.\textsuperscript{2} reported good agreement of this expression with their $\chi(T)$ data only in the limit $W \ll E_g$. They fixed the number of electrons to two per Fe atom, i.e., in our notation $p = 8$. More recently other authors\textsuperscript{21,41} employed the same model DOS and reported good agreement with a non-negligible bandwidth $W$, in agreement with our results if we fix $p = 16$. In fact, the Pauli paramagnetism resulting from two rectangular DOS features is compatible with the $\chi(T)$ data of FeSi, including the data.
Band-structure calculations indicate that this type of consideration is of particular importance in the case of FeSi. Not only do we face high valley degeneracies \( \nu \), but we also notice several conduction-band (valence-band) minima (maxima) to occur within a few meV of the gap edge, such that, at high temperatures, they are essentially degenerate. Assuming for each of these minima (maxima) the same effective mass \( m_n(m_p) \), we estimate from the band-structure results of Ref. 15 the density-of-states effective masses \( m_c = 13m_n \) and \( m_v = 21m_p \).

2. Electrical conductivity and Hall effect

Next we analyze the electrical conductivity between approximately 30 and 300 K, which we identify as the temperature range of intrinsic conduction. We have calculated the conductivity using the rectangular DOS model of Fig. 12, which was previously done by Mandrus et al. \(^{(41)}\) and Sales et al. \(^{(31)}\) For simplicity, we first assume the same mobility for the valence and the conduction bands, i.e., \( \mu_n = \mu_p = \mu \), and we have

\[
\sigma = 2e\mu n \quad \text{with} \quad n = \int_{\text{conduction band}} D(E)f(E) \, dE.
\]

It is clear that fits to the conductivity are more ambiguous than fits to \( \chi(T) \), because of the dependence of \( \sigma \) on the

\[
D_c(E) = \frac{1}{(2\pi)^2} \left( \frac{2m_c}{\hbar^2} \right)^{3/2} (E - E_c)^{1/2},
\]

above room temperature.\(^{(2,21,36)}\) only if \( p = 16 \), i.e., only if there are four itinerant electrons per Fe site. The fit to our data is shown as a solid curve in Fig. 13 and the fit parameters are given in Table I (fit No. 1). The constant density of states of the two bands is \( D(E) = 435 \) states/unit cell/eV. Band-structure calculations\(^{(3,13-19)}\) predict a peak in the DOS just above the gap of approximately 13 states/unit cell/eV, i.e., more than a factor 30 less.

The model DOS depicted in Fig. 12 captures two important features, namely, that the two peaks on both sides of the energy gap are narrow, and that they have sharp edges. The narrow width of the peaks is only important at very high temperatures, where the lower band (upper band) starts to be considerably depleted (filled), and where the probability of a thermal excitation to energies above the upper band is not negligible. The sharp edges are particularly important at lower temperatures. Here the infinite slope of the rectangular DOS should be replaced by the more physical assumption of parabolic bands with renormalized curvature. Hence we also fitted the \( \chi(T) \) data with two parabolic bands, with the density of states in the conduction band,

\[
\sigma = 2e\mu n \quad \text{with} \quad n = \int_{\text{conduction band}} D(E)f(E) \, dE.
\]

and an analogous relation for the density of states in the valence band \( D_v(E) \). A high value of \( m_c \) (and \( m_v \)) leads to a sharply rising DOS near the gap. For simplicity we assumed \( m_c = m_v \), so that the Fermi energy lies in the middle of the gap. We further introduce the effective-mass ratios \( m_c^* = m_c/m_0 \) and \( m_v^* = m_v/m_0 \), where \( m_0 \) is the free-electron mass.

The dashed curve in Fig. 13 is the fit which is obtained if, instead of the rectangular DOS of Fig. 12, two parabolic bands characterized by \( m_c^* = m_v^* \) are used. The \( \chi(T) \) data were fitted only below 250 K. At higher temperatures the parabolic bands fail to describe the experimental data, as expected from the above-mentioned arguments. The corresponding fit parameters are also given in Table I (fit No. 2). The assumption of different DOS shapes changes the absolute value of the gap, \( T_g = 1130 \) K (97 meV) for rectangular DOS peaks to \( T_g = 870 \) K (75 meV) for parabolic bands. For the effective-mass ratio, the second fit yields \( m_c^* = 195 \). It is not surprising that, except at very high temperatures, parabolic bands with extremely high effective masses give similar results as the rectangular DOS peaks.

The effective mass \( m_c \) entering Eq. (11) is a so-called density-of-states effective mass which characterizes the total density of states but not necessarily that of a single valley of the conduction band. In the case where \( \nu \) conduction-band minima with effective mass \( m_n \) occur at symmetrical points of the Brillouin zone\(^{(42)}\)

\[
m_c = \nu^{2/3} m_n.
\]

Similarly, if two separate bands of mass \( m_{n1} \) and \( m_{n2} \) are degenerate in energy at their minima,\(^{(42)}\)

\[
m_c = (m_{n1}^{3/2} + m_{n2}^{3/2})^{2/3}.
\]

Band-structure calculations indicate that this type of consideration is of particular importance in the case of FeSi. Not only do we face high valley degeneracies \( \nu \), but we also notice several conduction-band (valence-band) minima (maxima) to occur within a few meV of the gap edge, such that, at high temperatures, they are essentially degenerate. Assuming for each of these minima (maxima) the same effective mass \( m_n(m_p) \), we estimate from the band-structure results of Ref. 15 the density-of-states effective masses \( m_c = 13m_n \) and \( m_v = 21m_p \).

The solid and dashed curves represent the fit Nos. 1 and 2, respectively, of Table I.
TABLE II. Results of the fits of the $\sigma(T)$ data of FeSi sample No. 1 to Eq. (14). Fit No. 1 uses two rectangular DOS peaks described by the parameters $T_g$, $T_a$, and $p$. Fit No. 2 uses two parabolic bands described by the parameters $T_g$ and $m_n^0$. The mobility $\mu = a T^{-\alpha}$ introduces the parameters $a$ and $\alpha$, but in the case of two parabolic bands $m_n^{3/2}$ and $a$ are not linearly independent, and were therefore fitted together. The temperature range in which the $\sigma(T)$ data were fitted is denoted as $T$ range. The values marked with an asterisk were kept fixed during the fitting procedure.

<table>
<thead>
<tr>
<th>Fit No.</th>
<th>$T$ range</th>
<th>$T_g$ (K)</th>
<th>$T_w$ (K)</th>
<th>$p$</th>
<th>$a$ (m$^2$ K$^a$ V$^{-1}$ s$^{-1}$)</th>
<th>$\alpha$</th>
<th>$a m_n^{3/2}$ (m$^2$ K$^a$ V$^{-1}$ s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$&gt;100$ K</td>
<td>785</td>
<td>425$^*$</td>
<td>16$^*$</td>
<td>0.45</td>
<td>1.5$^*$</td>
<td>1940</td>
</tr>
<tr>
<td>2</td>
<td>50 K &lt; $T$ &lt; 140 K</td>
<td>650</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

mobility. A reasonable first choice for the temperature dependence of $\mu$ is a power-law dependence $\mu = a T^{-\alpha}$ which introduces two additional parameters. We obtain a very good fit with $T_g = 815$ K, $\alpha = 1.59$, $a = 0.77$ m$^2$ K$^{3/2}$ V$^{-1}$ s$^{-1}$, and $T_w = 425$ K, which was fixed to the value obtained in our $\chi(T)$ fit (fit No. 1 of Table I). An equally good fit, shown as a solid curve in Fig. 14, is obtained if in addition we fix $\alpha = 1.5$ (fit No. 1 of Table II), which is the exponent of acoustic-phonon scattering also introduced in the calculations of Refs. 21, 37, and 41. On the other hand, no satisfactory agreement can be obtained if we fix the gap width to the value $T_g = 1130$ K obtained in our $\chi(T)$ fit (fit No. 1 of Table I). This suggests that, within the same model, the gap relevant for the conductivity is smaller than the gap relevant for the susceptibility.

We also fitted the $\sigma(T)$ data with two parabolic bands and their density of states in the conduction band represented by Eq. (11). The result is shown as a dashed curve in Fig. 14 and the parameters are given in Table II (fit No. 2). As for $\chi(T)$, assuming parabolic bands again fails to describe the experimental data at the highest temperatures. Fixing $T_g$ to the value obtained for the $\chi(T)$ fit with parabolic bands (fit No. 2 of Table I) gives unsatisfactory agreement with the data, indicating that the energy gaps effective for $\chi$ and $\sigma$ are again not the same, thus supporting the conclusion from the comparison of the $\chi(T)$ and $\sigma(T)$ fits using two rectangular DOS peaks mentioned above. Possible explanations are that either the smallest gap is an indirect gap relevant for $\sigma$ but not for $\chi$, as is predicted by band-structure calculations, or that we have spin and charge gaps of different width. As we will show below, our optical data favor the first explanation.

For a description of the conductivity consistent also with our Hall-effect measurements, we have to drop the restriction of equal mobilities $\mu_n$ and $\mu_p$ adopted in Eq. (14), this in order to account for the nonvanishing Hall coefficient in the intrinsic regime. In Fig. 15 we present the conductivity $\sigma(T)$ and the itinerant charge carrier concentration $n(T)$

![FIG. 14. Temperature dependence of the conductivity $\sigma$ of FeSi sample No. 1. The open circles are the experimental data points. The solid and dashed curves represent the fit Nos. 1 and 2, respectively, of Table II.](image1)

![FIG. 15. Double-logarithmic plots of (a) the electrical conductivity $\sigma$ and of (b) the charge carrier concentration $n = 1/(|R_H| e)$ taken from Fig. 3, both measured on FeSi sample No. 1. $R_H$ is positive at $T > 20$ K and negative at $T < 10$ K. The solid and dashed curves represent the fits explained in the text. The inset shows the result of fits of Eq. (20) to the $\sigma(T)$ data in the extrinsic regime. The donor and acceptor concentrations $N_d$ and $N_a$, shown as open and full circles, respectively, and the donor energy $E_d$ are given as a function of the effective-mass ratio of the conduction band $m_n^* = m_n/m_0$, which was kept fixed during each fit.](image2)
=1/(|RH|e) (taken from Fig. 3) on double-logarithmic plots. The overall behavior of \( \sigma(T) \) and \( n(T) \) is quite similar, which indicates that the temperature dependence of \( \sigma \) is essentially due to the temperature dependence of the charge-carrier concentration, the temperature dependence of the mobility playing a minor role. The conductivity and the inverse Hall coefficient of an intrinsic semiconductor are\(^{43}\)

\[
\sigma_{\text{in}} = e(\mu_n + \mu_p)n_{\text{in}} \tag{15}
\]

and

\[
\frac{1}{R_{H_{\text{in}}}} = \frac{1}{e} \frac{\mu_n + \mu_p}{\mu_n - \mu_p} n_{\text{in}} \tag{16}
\]

with

\[
n_{\text{in}} = 2m_n^{3/2} \left( \frac{m_e k_B T}{2 \pi h^2} \right)^{3/2} \mathcal{F}_{1/2} \left( -\frac{E_g}{2k_B T} \right). \tag{17}
\]

\( \mathcal{F}_{1/2}(x) \) is the Fermi-Dirac integral of order \( \frac{1}{2} \), which approaches for \( x \to 0 \) the classical value \( \exp(x) \). Assuming \( \mu_{n,p} = a_{n,p} T^{-\alpha} \) and for the Hall factor \( R_H = 1 \), we obtain

\[
\sigma_{\text{in}} = (a_p - a_n) T^{-\alpha}. \tag{18}
\]

A good fit of Eq. (18) to the data between 30 and 55 K with \( \alpha = 1.5 \) is possible, and yields \( a_p - a_n = 0.38 \text{ m}^2 \text{K}^{-3/2} \text{V}^{-1} \text{s}^{-1} \). For \( \sigma(T) \) we use the fit that was shown as a dashed curve in Fig. 14, and that we replotted as a solid curve in Fig. 15(a). The fit parameters are \( E_g = 56 \text{ meV} \) and, since now \( \mu = (\mu_n + \mu_p)/2 \), \( m_n^{3/2}(a_n + a_p)/2 = 1940 \text{ m}^2 \text{K}^{-3/2} \text{V}^{-1} \text{s}^{-1} \) (fit No. 2 of Table II). Using these results and Eq. (16), we calculate \( n(T) = 1/(|RH|e) \), which is shown as a solid curve in Fig. 15(b).

### 3. Reflectivity and optical conductivity

The most relevant feature of the electrodynamic response of FeSi is the MIR absorption at 770 cm\(^{-1} \) (95 meV), which is associated with a semiconductor-type gap.\(^{9}\) Band-structure calculations\(^{15-17}\) predict a value for the direct gap of 140 meV, only in an order-of-magnitude agreement with experiment. The gap value derived from our optical data compares relatively well with the gap value extracted from fits of \( \chi(T) \) to the “metallic-paramagnetism” model described above (97 meV for rectangular DOS peaks, 75 meV for parabolic bands), but is considerably larger than the gap energy extracted from fits of \( \sigma(T) \) to the same model (68 and 56 meV for rectangular DOS peaks and for parabolic bands, respectively). This is an indication that the smallest gap relevant for transport measurements is an indirect gap, and that the direct gap has the same width for both charge and spin excitations, in agreement with the findings of Sales et al.\(^{21}\) and Mihalik et al.\(^{22}\) For polycrystalline FeSi, the difference of the energy-gap values extracted from optics and from \( \sigma(T) \) is much less pronounced.\(^{37}\)

An important issue concerns the redistribution of the missing spectral weight below the gap. In our data, that spectral weight is essentially recovered at a frequency \( \omega_c \approx 4 \omega_g \), where \( \omega_g = 770 \text{ cm}^{-1} \) is the gap excitation frequency, i.e., there is no need an integration of \( \sigma(T) \) to very high frequencies in order to satisfy the spectral-weight sum rule.\(^{15,16}\) The good agreement with band-structure calculations, and was suggested to be induced by strong spin correlations.\(^{38}\)

### B. Intermediate-temperature properties

Here we focus on the properties at temperatures between approximately 4 and 30 K, which turn out to be dominated by defects. We start with an analysis of the conductivity and the Hall-effect data. As shown in Fig. 15, the \( \sigma(T) \) and \( n(T) = 1/(|RH|e) \) data below approximately 30 K cannot be accounted for with a band structure of an intrinsic semiconductor (e.g., two parabolic bands) and one has to assume the presence of donors and/or acceptors. The \( \sigma \) and \( R_H \) data in this so-called extrinsic regime can be well described using a simple model for a partially compensated \( n \)-type semiconductor. Donor levels with a concentration \( N_d \) are situated at an energy \( E_d \) below the conduction-band edge \( E_c \), and acceptor levels with a concentration \( N_a \) lie well below the Fermi level \( E_F \), but at otherwise arbitrary energy. Additional donor states which lie well below \( E_F \) are allowed, but will have no bearing on the solution of the problem since they all retain their electrons. This situation was analyzed in detail in Ref. 42, for the case of parabolic conduction and valence bands. In the case \( E_F - E_c \leq 1.3 \text{ k}_B T \), an analytical solution of the problem is possible, and yields, for the carrier concentration in the conduction band,

\[
n_{\text{ex}} = \frac{2N_c N_{\text{diff}}}{N_c + CN_{\text{diff}} + \frac{N_a \exp E_d}{k_B T} + \sqrt{\left( N_c - CN_{\text{diff}} + \frac{N_a \exp E_d}{k_B T} \right)^2 + \frac{4(N_c + CN_{\text{diff}})N_{\text{diff}} \exp E_d}{k_B T}}}.
\]
In the extrinsic regime,
\[ E_d = \frac{m_n k_B T}{2 \pi h^2} \times 3^{2/5}, \quad C = 0.27. \]  
(19)

In the extrinsic regime,
\[ \sigma_{\text{ex}} = e \mu_n n_{\text{ex}} \]  
(20)

and
\[ \frac{1}{R_H^{\text{ex}}} = \frac{1}{r_H} n_{\text{ex}}. \]  
(21)

Using \( r_H = 1 \), as above, this leads to \( \sigma_{\text{ex}}/R_H^{\text{ex}} = \mu_n \). The measured values of \( \sigma/(1/R_H) \) are roughly constant in the extrinsic temperature regime, and a corresponding fit yields \( \mu_n = 8.6 \times 10^{-4} \text{ m}^2 \text{ V}^{-1} \text{ s}^{-1} \). The fit of Eq. (20) to the \( \sigma(T) \) data between 4 and 16 K, shown as a dashed curve in Fig. 15(a), does not allow us to determine all fit parameters \( N_d, N_a, E_d \), and \( m_n \) in a unique way. Therefore, we fixed \( m_n \) in the fitting procedure, and determined \( N_d, N_a, \) and \( E_d \) as functions of \( m_n \). The results are shown in the inset of Fig. 15. With decreasing \( m_n^* = m_n/m_0 \), \( E_d \) increases slightly, and we go over from a strongly to a less compensated \( n \)-type semiconductor. The carrier concentration \( n = \frac{1}{\hbar^2} |R_H| e \), calculated from the \( \sigma(T) \) fit and the value of \( \mu_n \) given above, is shown as a dashed curve in Fig. 15(b).

As has been elaborated in Sec. IV A 1, \( m_n \) is the effective mass relevant for the conductivity, because in a semiconductor with valley degeneracy \( \nu \) the conductivity effective mass is equal to the effective mass associated with a single valley. According to our discussion of the density-of-states effective-mass ratio \( m_n^* = 195 \) in Sec. IV A 1, we would expect a conductivity effective-mass ratio \( m_n^* \) of the order of 10, as will be confirmed by some cross-checks to be outlined below.

If we associate the donor states at the energy \( E_d \) below the conduction-band edge with impurity states in a semiconductor, their energy may be calculated within the simple hydrogen model
\[ E_d = \frac{m_n^*}{\epsilon_{\text{eff}}} \times 13.6 \text{ eV}. \]  
(22)

The Schottky anomaly of \( C_p(T) \) with a maximum at approximately 3 K shown in Fig. 9, which is compatible with excitations within two-level states of the concentration 4.8 \( \times 10^{24} \text{ m}^{-3} \) separated by \( k_B T_1 = 0.59 \text{ meV} \), may be identified as excitations between the donor states and the conduction band. The interlevel separation \( k_B T_1 \) agrees reasonably well with the donor binding energy \( E_d = 0.69 \text{ meV} \), and the two-level state density with the donor density \( N_d = 1 \times 10^{24} \text{ m}^{-3} \) found for \( m_n^* = 7.3 \), particularly in view of the relatively crude approximations made in the analysis of both \( C_p \) and of \( \sigma \) and \( n \). Even so, we would like to mention that a better agreement can be obtained by assuming a higher effective-mass ratio, e.g., \( m_n^* = 100 \), corresponding to \( E_d = 0.59 \text{ meV} \) and \( N_d = 4.3 \times 10^{25} \text{ m}^{-3} \). In all, it seems justified to associate this Schottky anomaly with electronic excitations from energetically well-defined donor states into the conduction band.

The temperature dependence of the magnetic susceptibility at intermediate temperatures may also be described by invoking the doped-semiconductor scenario. The moment densities compatible with the Curie-Weiss-type behavior in this temperature range are higher than the donor and acceptor densities discussed above, which can be explained as follows. If we assume that, depending on coordination, Fe defects with different ionization states exist, we may expect that only those defects with energies close to the conduction-band (valence-band) edge act as donors (acceptors), but that all ionized Fe defects in different ionization configurations contribute to the Curie-Weiss-type behavior. If Fe acts as a donor, another estimate of the effective mass can be made by replacing the 13.6 eV in Eq. (22) by the ionization energy of free Fe, \( E_I = 7.87 \text{ eV} \) which, together with the inset of Fig. 15 results in \( m_n^* = 12, \ E_d = 0.64 \text{ meV}, N_d = 2.0 \times 10^{24} \text{ m}^{-3} \), and \( N_a = 1.6 \times 10^{24} \text{ m}^{-3} \).

In a previous optical investigation\(^{24} \) of an FeSi single crystal grown in antimony flux evidence of a broad maximum of \( \sigma(\omega) \) in the spectral range around 10 cm\(^{-1} \) (\( \approx 1 \text{ meV} \)) was found, a feature that could be associated with the optical excitation of electrons from donor levels at \( E_d \) into the conduction band.

We thus have a good deal of evidence of a conductivity effective-mass ratio of the order of 10 rather than of the order of 1, as predicted by band-structure calculations. From the band structure given by Matthies and Hamann,\(^{15} \) we extracted, by using crude parabolic fits in narrow regions around the valence-band maximum along the \( \Gamma R \) line and the conduction-band minimum along the \( \Gamma M \) line, the ratios \( m_n^* = 1.7 \) and \( m_p^* = 0.7 \).

The electron mobility \( \mu_n \) in the extrinsic regime of the order of 10 \( \text{cm}^2 \text{ V}^{-1} \text{ s}^{-1} \), is extremely low, two orders of magnitude lower than in doped Ge at the same donor concentration. In the following we show that further evidence of the charge carriers having low mobilities in this temperature range is indicated by our magnetoresistance data.

As was shown in Fig. 2, the magnetoresistance MR at 7 T is negative between 0.05 and 30 K, an indication of the importance of quantum interference effects, which are the crucial process leading to weak localization in weakly disordered electronic systems. Our \( \sigma(T) \) data give no additional indications for weak localization. The strong temperature de-
We used analytic expressions of the relevant formulae to describe the model described in the text. The magnetoresistance in case of negative contribution to MR, a repulsive interaction to an action between electrons. An attractive interaction leads to a dependence of the resistivity are proportional to the zero-field resistivity itself, it is adequate to fit $\Delta \sigma = -\Delta \rho/\rho^2$. Some representative $\Delta \sigma(B)$ curves at temperatures between 4 and 40 K are shown in Fig. 16, together with the obtained fits. The contributions of weak localization and of the orbital part of the interaction constant $g$ enters as a fit parameter. A second important contribution to the magnetoresistance in weakly disordered systems is the interaction between electrons. An attractive interaction leads to a negative contribution to MR, a repulsive interaction to a positive one. The magnetoresistance in case of interactions $45-48$ consists of an orbital part containing the screening parameter for the Coulomb interaction $F$. In addition, the diffusion constant $D$ enters as a fit parameter. We used analytic expressions of the relevant formulae to fit our data. Since all the magnetic field corrections $\Delta \rho/\rho$ to the resistivity are proportional to the zero-field resistivity $\rho$ itself, it is adequate to fit $\Delta \sigma = -\Delta \rho/\rho^2$. Some representative $\Delta \sigma(B)$ curves at temperatures between 4 and 40 K are shown in Fig. 16, together with the obtained fits. The contributions of weak localization and of the orbital part of the electron-electron interaction have to be taken into account to obtain good agreement. In Table III we give the obtained fit parameters at several temperatures. The order of magnitude of these values seems to be reasonable. Since we do not have to do with a simple single-band metal but with a doped semiconductor, the situation is very complex, and a more detailed analysis of these results is beyond the scope of this paper.

### C. Low-temperature properties

Finally we discuss our experimental results for FeSi at very low temperatures. The interpretation of the conductivity in terms of a compensated $n$-type semiconductor presented above accounts for the data at $T < 4$ K. Below 4 K, the data deviate toward a higher conductivity than is expected from an extension of the fit of Eq. (20) to lower temperatures, as is shown in Fig. 15(a). We ascribe the excess conductivity to originate in an additional conduction channel, resulting in

$$\sigma = \sigma_{\text{ex}} + \sigma_{\text{add}}.$$

Considering our description of the electrical transport outlined above, $\sigma_{\text{add}}$ is identified as being due to conduction among the donor levels, contrary to $\sigma_{\text{ex}}$, which describes the conduction by electrons thermally activated from the donor levels to the conduction band. Conduction among donor levels is generally referred to as impurity or defect conduction. Depending on the donor or impurity concentration, different conduction mechanisms have been identified. 51 While at low concentrations electron transport is thought to occur by hopping, higher concentrations allow for metallic conduction. Both features are usually identified by characteristic temperature dependences of $\sigma(T)$. In both cases the semiconductor has to be partially compensated, i.e., $0 < N_d/N_d < 1$, since otherwise the donor levels would be all filled or all empty at $T \rightarrow 0$. Our $\rho_{\text{add}} = 1/\rho_{\text{add}}$ data cannot be described by a hopping-type temperature dependence 51

$$\rho = \rho_0 \exp(T_0/T)^p,$$

but rather by

$$\rho = \rho_0 - AT^2$$

below 0.3 K. In order to estimate whether the formation of a metallic band from our $N_d$ donor levels is a reasonable scenario, we may use Mott’s criterion for the metal-insulator transition in an impurity band,

$$n^{1/3} a_B > 0.25.$$

with the effective Bohr radius

$$a_B = \frac{\epsilon_{\text{eff}}}{m_n} \times 0.53 \ \text{Å}.$$

For $n = N_d = 10^{24}$ m$^{-3}$, which corresponds to $m_n^* = 7.3$, we obtain $a_B \geq 25$ Å or $\epsilon_{\text{eff}}/m_n^* \geq 47$. Using $\epsilon_{\text{eff}} = 380$, as above, results in $m_n^* \leq 8$. The Mott criterion is thus indeed fulfilled, and we can assume that the $N_d$ donor levels form a metallic impurity band. In this scenario we have to attribute an extremely narrow bandwidth to this impurity band. Since the energy $E_d \approx 0.6$ meV may unambiguously be identified from $\sigma(T)$ [see Fig. 15(a)], the impurity band is expected to be narrower or at most equal to this energy. We would like to mention in this connection that extremely narrow impurity bands can result from renormalization effects in correlated insulators.

The donor concentration $N_d = 10^{24}$ m$^{-3}$, which corresponds to 25 ppm, is orders of magnitude lower than the Kondo hole concentration of 9.9% given by Schlottmann and Hellberg 29 as an upper bound for a dirty Kondo insulator to become a metal. Whether the appearance of metallic behavior might alternatively be explained by a very small overlap of the valence and the conduction band—a local closing of

<table>
<thead>
<tr>
<th>$T$ (K)</th>
<th>$D$ (cm$^2$/s)</th>
<th>$\tau_s$ (ps)</th>
<th>$\tau_{so}$ (ps)</th>
<th>$T_F$ (K)</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>15</td>
<td>0.1</td>
<td>0.5</td>
<td>$4 \times 10^4$</td>
</tr>
<tr>
<td>10</td>
<td>6.5</td>
<td>0.3</td>
<td>3.3</td>
<td>$1.3 \times 10^4$</td>
</tr>
<tr>
<td>5</td>
<td>2.5</td>
<td>0.5</td>
<td>0.7</td>
<td>$10^4$</td>
</tr>
</tbody>
</table>
the gap of FeSi in the vicinity of magnetic impurities was proposed by Jarlborg\textsuperscript{18}—cannot be answered here.

As \( T \to 0 \), \( N_d - N_n \) electrons are expected to be present in the impurity band. The charge-carrier concentration below 1 K extracted from our Hall-effect data is approximately \( 2 \times 10^{22} \text{ m}^{-3} \). For \( m^* \approx 7.3 \), we have \( N_d - N_n \approx 3 \times 10^{22} \text{ m}^{-3} \), and smaller values for higher effective-mass ratios. For \( m^* \approx 10 \), \( N_d / N_n \approx 1 \) within the error bars of the \( \sigma(T) \) fit. The electron density derived from the Hall-effect measurements below 1 K is thus compatible with our interpretation of the transport data at higher temperatures.

In Fig. 17 we show \( \rho_{\text{add}} \) as a function of temperature for \( T \leq 3 \) K. Upon lowering the temperature, \( \rho_{\text{add}} \) first decreases, then passes through a minimum at approximately 1 K, and finally increases again. Below 0.3 K, \( \rho = \rho_0 - A T^2 \) is an adequate description of the data, as shown in the inset of Fig. 17. In view of \( \rho_0 = 0.59 \Omega \text{ m} \) the parameter \( A = 0.27 \Omega \text{ mK}^{-2} \) is extremely large.

The low temperature part of the specific heat is replotted in Fig. 18. The Schottky-type anomaly corresponds to an entropy release from approximately 0.1% two-level centers per FeSi unit with an energy separation of 0.95 K. This low characteristic temperature may be indicative of the very narrow resonance of correlated electron states. At \( T \approx 0.1 \text{ K} \), \( C_p(T) \) may be approximated by

\[
C_p = \gamma T,
\]

with \( \gamma = 5.1 \text{ mJ mol}^{-1} \text{ K}^{-2} \). The power-law dependence of \( \rho_{\text{add}}(T) \) and the linear-in-\( T \) contribution to the specific heat are indications for a metallic ground state. The density of states extracted from \( \gamma = 5.1 \text{ mJ mol}^{-1} \text{ K}^{-2} \) is 8.7 states/eV/cell. Together with the density of itinerant electrons estimated from the Hall-effect measurements, \( n \approx 2 \times 10^{25} \text{ m}^{-3} \), an effective-mass ratio of approximately 900 is derived, suggesting that the metallic ground state is highly correlated. In fact, the low-temperature behavior of \( \rho_{\text{add}}(T) \) and \( C_p(T) \) described above is reminiscent of what is encountered in single-impurity Kondo systems. The dominant contribution to the magnetic susceptibility between 100 and 1 K has a Curie-Weiss-type form, with a negative value of \( \Theta \), a behavior that is typically observed in Kondo systems above the Kondo temperature. As \( T \to 0 \) the susceptibility saturates in systems where a full moment compensation by conduction electrons is possible. Our \( \chi(T) \) data, however, diverge as \( T \to 0 \), which indicates that the ground state is not fully spin compensated. Also, the hysteresis in the Hall effect below 1 K indicates that the ground state of FeSi is not a simple one. Part of the magnetic moments must be interacting to explain this phenomenon. On the other hand, there are also magnetic moments which remain paramagnetic down to at least 50 mK, as inferred from the \( \chi(T) \) data. Such a mixed ground state is also observed in semimagnetic semiconductors, see e.g., Ref. 52. It seems that due to disorder and a low concentration of itinerant charge carriers, the competition between the various interaction mechanisms cannot clearly be resolved.

\section*{V. SUMMARY AND CONCLUSION}

We have established a comprehensive data base for FeSi, performing measurements of the conductivity at temperatures between 0.07 and 300 K, the specific heat between 0.05 and 35 K, the magnetic susceptibility between 0.05 and 330 K, the optical reflectivity between 10 and 300 K in the spectral range from 15 to \( 10^5 \text{ cm}^{-1} \), the magnetoresistance at 7 T between 0.07 and 300 K, the magnetoresistance and Hall effect in varying fields up to 7 T between 2 and 55 K and between 0.07 and 55 K, respectively, and the magnetization in varying fields up to 5 T between 1.9 and 11 K. For all measurements, two single-crystalline samples were used which were grown by vapor transport during the same run and which were characterized by EDX and x-ray diffraction to be of high structural and chemical quality.

We tried to establish a physical picture for FeSi which is consistent with all these data, arriving at the following scenario. FeSi is a semiconductor with an unconventional band structure. The relevant energy gap is surrounded by pronounced peaks in the total DOS with a width of several 10 meV and a height of several 100 states/eV/cell. Each of the peaks contains four states per Fe site. The density-of-states effective-mass ratio characterizing the total DOS is of the order of 100. There appears to be an indirect gap relevant for electrical-transport measurements of 55–70 meV, and a
slightly larger direct gap of 75 to 100 meV for both charge
and spin excitations. The precise value of the gap width de-

dpends on the precise shape of the assumed DOS. The con-
ductivity effective mass ratio, characterizing the curvature in
\( k \) space of the conduction band (valence band) at the energy
minimum (maximum), is of the order of 10.

A comparison with local-density-approximation band-
structure calculations shows that the qualitative agreement is
good, but that significant discrepancies occur in the absolute
values. The peaks in the total DOS next to the gap derived
are a factor of order 10 flatter than predicted by the calculations.
Whether these discrepancies are due to correlation effects—in particular on-site correlations are not properly ac-
counted for by mean-field calculations—remains in our opin-
ion a striking open question. The model of Fu and Doniach\(^\text{12}\)
for a strongly correlated insulator yields at least the correct
tendencies, i.e., a flattening of the dispersion of the quasipar-
ticle energy and a renormalization of the gap width and of
the quasiparticle peaks upon increasing the Hubbard correla-
tion energy \( U \).

We also spent considerable effort on the analysis and in-
terpretation of the low-temperature properties, which previ-
ously have frequently been classified as extrinsic and thus
unimportant. Defects can, however, be useful even in analys-
ing intrinsic properties of a semiconductor. The high-
temperature intrinsic-semiconductor description finds its ex-
tension to lower temperatures in the assumption of
approximately \( 10^{23} \text{ m}^{-3} \) donor levels situated less than 1
meV below the conduction-band edge, and of a slightly
lower acceptor concentration. These "impurities" are most
likely coordinational defects in the perfect FeSi structure that
might be related to a slight Si deficiency. Acceptors and
ionized donors carry magnetic moments. While the mobility
of the charge carriers is compatible with acoustic phonon
scattering in the range of intrinsic conduction, it is very low
in the range of extrinsic conduction, where the charge carri-
ers appear to be interacting and weakly localized. At the
lowest temperatures, FeSi exhibits features of a strongly cor-
related metal with a density of itinerant charge carriers of the
order of only \( 10^{22} \text{ m}^{-3} \), which coexist with interacting mag-
netic moments. A possible origin of this metallic behavior is
an impurity band formed out of the donor states, with a spec-

tacularly narrow band width.
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